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About This Manual
Who Should Use This Manual

IBM Control Center for VSE & VM is a set of database administration tools for
IBM DATABASE 2 Server for VSE & VM. This manual is intended for people who
want to learn about the Control Center product or who are involved in the
evaluation, installation, maintenance, administration, and/or usage of Control
Center in a VM environment.

Conventions Used in This Manual

Throughout this document and in the Control Center panel interface the terms
database, database manager, or database server are used to refer to the DB2 Server for
VM. The database or server is composed of a directory, log disk(s), and one or
more storage pools.

The Control Center panel interface provides access to, and integrates the functions
of, the other product components, along with the job scheduling facility. However,
the Operator Commands, Group Authorization Tool (SQLADMIN), Data Restore
Functions, DBSPACE Reorganization (SQLREORG), DBSPACE Reorganization
Driver Tool (SQLREODR), TABLE Reorganization/Redefinition (SQLTABLE),
DBSPACE Maintenance (SQLMAINT), Index Analysis and Maintenance Tool
(SQLRINDX), Database Object Search and List (SQLDLIST), and Package Rebind
(SQLRBIND) may also be invoked directly; see £ i

Interface” on page 501l Related tools are grouped together into chapters to facilitate

use of the product and this manual.

The term Control Center, unless otherwise specified, refers to Control Center for
VM Version 7 Release 1 Modification 0.

I How to Send Your Comments

Your feedback is important in helping to provide the most accurate and
high-quality information. If you have any comments about this book or any other
DB2 Server for VSE & VM documentation:

|

|

|

[ * Visit our home page at:

| http://www-4.ibm.com/software/data/db2/vse-vm/
|
|

* A form for readers’ comments is provided at the back of this publication. If the
form has been removed, address your comments to:

| IBM CANADA LTD.

| DB2 Server for VSE & VM
| 25/240/1150/TOR

I 1150 Eglinton Ave. East

| North York, Ontario

| Canada M3C 1H7

|

* Send your comments by electronic mail to one of the following addresses:

| Format Address

| Internet torrcf@ca.ibm.com

| Facsimile (416) 448-6161 (Attention RCF
| Coordinator)
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Be sure to include the name of the book, the form number (including the suffix),
and the page, section title, or topic you are commenting on.

If you choose to respond through the Internet, please include either your entire
Internet network address, or a postal address.

* Fill out the form at the back of this book and return it by mail, by fax, or by
giving it to an IBM representative.

Organization of This Manual

The 'Summary of Changes” on page xvii summarizes the changes included in
Control Center Version 7 Release 1.0.

4 . ”

introduces the product and tool set and
explains how it works with the DB2 Server in a VM environment.

Chapter 2_Architecture” on page 13 describes the product architecture.

7 . . . . ”

gives preliminary
steps for installation and migration.

EChapter 4 Databhase Setup” on page 35 presents the steps for new and existing

users to set up a database manager to work with the product. It assumes that the

steps outlined in the [DR2_Serner fnr VM Control Center Prngmm Directari have been
successfully completed and that the database has been successfully installed (refer
to the IDR2 CZPrwm’fmf VM Suystem Administration manual).

DB2_Server for VM Control Center ngmm Directori] describes the steps to migrate
from earlier releases of SQL Master to Control Center Version 7 Release 1.0.

I'Chapter 5. Corrective Service” on page 57 describes service activities. Information

contained in this section is not applicable for initial installation.

I'Chapter 6. Data Restore Setup with Control Center” on page 59 describes the

steps to set up Data Restore in a Control Center environment.

I'Chapter 7. Version Tool” on page 71 describes the version tool which assists

DBAs in determining the PTF and code level of options include generating reports
and lists for local or remote machines.

EChapter 8 Managing the Environment” on page 77 provides information

necessary to properly manage and maintain the environment including
explanations of the Control Center to DB2 Server communication interface and
interrupt processing.

EChapter @_Getting Started” on page 94 provides you with enough information to

get you started in using the product through the panel-mode interface.

{Chapter 10_Job Scheduling Tool” on page 10d describes the job scheduling tool

which may be used to schedule execution of Database Administration tools
described in other chapters.
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IChapter 11. Tape Management Tool” on page 129 describes the database tape

management tool which supports various tape management methodologies and
can be configured to work with one of several available tape management
products.

EChapter 12 QME Tools” on page 143 describes the Control Center interface to

QMF and the QMF Tools Utility.

4 3 . ”

assists DBAs in managing
the access to database objects, simplifies the process of authorization, and shortens
the amount of time needed to grant or revoke privileges.

{Chapter 14_Database Qperation Interface Tools” on page 167 describes how to

use the operator interface tools to issue operator commands to any database server
in your VM environment.

[‘Chapter 15 Database Status Tool” an page 173 describes tools for displaying and

changing the status of one or more database servers in your VM environment.

UChapter 16_Database Startup and Termination Tools” on page 183 describes tools

for viewing and changing database startup parameters and for performing
immediate or scheduled startup or termination of a database.

Z 1xr1 ”

provides
detailed information on the automated archiving and recovery tools of the product,
including the various supported configurations and options.

{Chapter 18 Data Restore Suppart” an page 22d gives a general overview of the

Data Restore together with Control Center, giving users the ability to automate,
manage, track and schedule Data Restore functions on one or more database
servers.

[Chapter 19. Data Restare RACKIIP” on page 237 describes how to use the Data

Restore BACKUP with Control Center to perform a user archive.

IChapter 20. Data Restore RESTORE” on page 249 describes how to use the Data

Restore RESTORE with Control Center to perform a user recovery from BACKUP.

Z ”

describes how to use the Data
Restore UNLOAD with Control Center to selectively unload DBSPACES.

Z ”

describes how to use the Data
Restore RELOAD with Control Center to selectively restore a table or series of
tables, together with forward log recovery.

4 ”

describes how to use the
Data Restore TRANSLATE with Control Center to convert a database archive to
Data Restore BACKUP format.

Z ”

describes how to use the Data
Restore LISTLOG with Control Center to list LUW statements from the active and
archive logs for selected tables.

4 ”

describes how to use the
Data Restore APPLYLOG with Control Center to perform forward log recovery on
selected tables.
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UChapter 26. Single User Made Tools” on page 291 describes the database utility

tools that execute on the database virtual machine in single user mode (SUM). The
product will, if necessary, automatically change the database to SUM operation
from multiple user mode (MUM) operation prior to executing the tool.

7 7 Datal Monitoring Toals” on pa.ga_a.‘l.d describes the automated

database monitoring tools. Results from monitoring specific activities, such as
resource usage or resource contention, may be gathered over a period of time and
reported on or used to automatically invoke tools described in other chapters.

{Chapter 28 DBSPACE Reorganization Tools” on page 333 describes the

automated tools for reorganizing DBSPACEs within a database.

{Chapter 29 DBSPACE Reorganization Driver Tool” on page 359 describes the

tool which performs multiple DBSPACE reorganizations within a single job
submission.

Chapter 30_Table Reorganization Tool” on page 373 describes the automated

tools for performing table-level reorganization and redefinition. Table redefinition
includes copying the table, moving the table to another DBSPACE, and column
redefinition.

Chapter 31 Table Create Utility” on page 387 describes the Table Create Utility,

which provides a user with an interface for defining and creating SQL tables.

Chapter 32 Index Reorganization Toal” on page 393 describes the automated

tools for analysis and reorganization of multiple indexes within a database.

4 : ”

describes the
tools for automatically analyzing DBSPACEs and performing maintenance upon
them to improve performance. Maintenance includes DBSPACE Reorganization
and updating statistics.

IChapter 34_Rebind Package Tool” on page 425 describes the tool for

automatically rebinding one or more database packages.

4 - : ”

describes the tools for
searching and listing DBSPACES, tables, views, indexes, packages, and columns.
Applicable tools described in other chapters may be executed directly against one
or more listed objects.

{Chapter 36, Control Center Administration Tools” on page 463 describes a set of

special tools to assist the administrator in managing the database server for VM
environment. It includes a description of the tool for issuing any command to a
database machine from the panel interface and having it execute as if it were
entered on a terminal connected to that machine.

tAppendix A Control Center Messages” on page 473 describes message

processing and the Control Center Message/List Report.

tAppendix B_Changing Database Name” on page 477 describes the procedure for

changing the name of a database machine set up to work with the product.

tAppendix C_Password Support” on page 474 describes the product’s support for

minidisk passwords.
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UAppendix D. Master Scheduling Tool” on page 483 describes the Master
Scheduling tool including how to use the Job Scheduling tool to schedule
non-Control Center work.

EAppendix E-Authorizations” on page 489 describes the authorization levels and

the procedure for changing the default settings.

y . . e ”

describes the process for supporting
user archives and the steps required for implementation.

tAppendix G_Command Mode Interface” on page 501 describes the command

line interface, available commands, and command syntax.

tAppendix H Tape Hopper Support” on page 525 describes the steps that must be

taken for the product to work with a tape hopper.

tAppendix I Parameter Support” on page 5294 describes the product’s handling of

startup parameters when a database is started in single user mode, and the
capability to override startup parameters, to take effect during specified database
activities or conditions.

tAppendix ] Database Shutdown Pracedures” on page 531 describes the

DBFORCE tool, an alternative to SQLEND QUICK for removing active and
inactive users.

tAppendix K DR? IIDB Weh Control Center Support” on page 535 describes the

DB2 UDB Web Control Center support for performing certain tasks against a DB2
Server for VSE & VM database using Control Center for VM stored procedures.

Z . ”

contains informational and legal notices associated with this
publication.

Bibliography” an page 541! lists manuals that contain information which may be

beneficial when operating Control Center and DB2 Server in a VM environment.

Prerequisite IBM Publications

This manual assumes you have reviewed and understand the IBM manuals for the
related VM and DB2 Server for VM products. A working technical knowledge of
DB2 Server for VM system administration and database administration is also
assumed.

For additional information, see the manuals list in the EBibliography” on page 541
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Summary of Changes

This is a summary of the technical changes to the DB2 Server for VSE & VM
database management system for this edition of the book. All manuals are affected
by some or all of the changes discussed here. For your convenience, the changes
made in this edition are identified in the text by a vertical bar (1) in the left
margin. This edition may also include minor corrections and editorial changes that
are not identified.

This summary does not list incompatibilities between releases of the DB2 Server
for VSE & VM product; see either the IDB2 Seruer for VSE & VM SQL Rpfprpwr‘A bB_j
Berver for VM System Administration or the IDR2 Qprnprfnr VSE Suyste

manuals for a discussion of incompatibilities.

Summary of Changes for DB2 Version 7 Release 1

Version 7 Release 1 of the DB2 Server for VSE & VM database management
system is intended to run on the Virtual Machine/Enterprise Systems Architecture
(VM/ESA®) Version 2 Release 3 or later environment and on the Virtual Storage
Extended/Enterprise Systems Architecture (VSE/ ESA™) Version 2 Release 3
Modification 1 or later environment.

Enhancements, New Functions, and New Capabilities

TCP/IP Support for DB2 Server for VSE
TCP/IP support allows:

¢ VSE online and batch application programs to access remote application servers
which support IBM’s implementation of the DRDA architecture over TCP/IP.

* Remote application requesters which support IBM’s implementation of the
DRDA architecture to access the DB2 for VSE application server over TCP/IP.
For more information, see the following DB2 Server for VSE & VM documentation:
- IDR?2 Server for VSE & VM Database Administration

o IDB2 Server for VSE System Administration
 |DB2 Server for VSE Program Directori]

DRDA RUOW Application Requester for VSE (Batch)
DRDA Remote Unit of Work Application Requester provides read and update
capability in one location in a single unit of work.

This support provides VSE batch application programs with the ability to execute
SQL statements to access and manipulate data managed by any remote application
server that supports IBM’s implementation of the DRDA architecture.

VSE batch application programs can access only one remote application server per
unit of work, and must use TCP/IP communications.

For more information, see the following DB2 Server for VSE & VM documentation:

. D i UoE S —

o IDB2 Server fnr VSE & VM Database Administratiod

. D e — —
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» IDB2 Server for VSE Program Directori)

Stored Procedures Application Requester

A stored procedure is a user-written application program compiled and stored at
the server. Stored procedures allow logic to be encapsulated in a procedure that is
local to the database manager. The ability to use stored procedures provides
distributed solutions that let more people access data faster. SQL statements and
replies flowing across the network are reduced and performance is improved.

This support provides VM and VSE (online and batch) application programs with
the ability to invoke stored procedures from any remote application servers that
support IBM’s implementation of the DRDA architecture. It also allows processing
of result sets if supported by the remote DRDA application server.

For more information, see the following DB2 Server for VSE & VM documentation:

. D o U U i T —

o IDB2 Server for VSE & VM SQI Rpfpwwr‘pl

Simplified DB2 Server for VSE Installation/Migration

A REXX procedure Job Manager is supplied to assist in the DB2 Server for VSE
Installation/Migration process. It controls the overall job flow based on the
contents of the job list control tables and the parameter table (supplied as Z-type
members). The job manager selects the job control member from the job list file (a
Z-type member), extracts the member from the Installation Library, modifies the
JCL, submits the job, evaluates the execution, posts the results, and then repeats
the process as required. The users are required to modify the parameter table,
according to their environment.

This support simplifies the process of installation and migration by reducing user
intervention - the Job Manager submits the prepared jobs.

See the IDB2 Server for VSF Program Directory) for further details.

New Code Page and Euro Symbol Code Page Support
The following CCSIDs are now supported:

e 1137: Hindi

* 1142: E-Danish/Norweigan
* 1143: E-Finnish/Swedish

* 1145: E-Spanish.

Additional support has been added for conversions from Unicode (UTF-8) to host
CCSIDs.

For a complete list of CCSIDs supported, refer to the [DB2 Server for VM Q"vaml
and DB2 Serper fmf VSE Quch)m Administration manuals

Control Center for VM Enhancements
The following is a list of enhancements that have been made to the Control Center

for VM:

+ QME" Tools: allow the user to list QMF objects, view and unload QMF queries
and PROCS, schedule QMF PROCS to execute, and run explain on QMF queries.

e Table Create Tool: allows the user to create new tables.
* Search List improvements.

* Referential Integrity Report tool: A referential integrity map report can now be
generated directly from the CMS command interface.

Control Center Operations Guide for VM



* PL/I prerequisite removal.
* New and improved tape hopper support.

* High density tape drive support: support for high density (non-CMS density)
tape drives.

Control Center for VSE Enhancements
The following enhancements have been provided for Control Center for VSE:

 Additional Operator Command Support
* Installation of IBM-provided Stored Procedures.

QMF for VSE & VM Optional Feature
The following enhancements have been provided for QMF for VSE & VM:

* Application Requester support for VSE QMF users
* Command enhancements to default to object type
* Fast path to the QMF home screen

* Cross-platform install capability

» DB2 for AS/400 database access.

QMF for Windows® Optional Feature

The following enhancements have been provided for QMF for Windows :
* Java-based Query

* Aggregating, grouping and formatting directly within query results and
automatic Form creation

* Personal portal user interface that launches centrally shared queries and reports,
and sends results to spreadsheets, desktop databases, and browsers

e Procedures with REXX.

Reliability, Availability, and Serviceability Improvements

DBNAME Directory Restructuring

ARISDIRD has been restructured to improve readability and flexibility. Each
DBNAME entry is now defined explicitly by its type (Local, Remote or Host VM
(Guest Sharing)). CICS AXE Transaction TPNs (Transaction Program Names) are
still included in the directory as a type of 'LOCALAXE’. The DBNAME Directory
Builder program, ARICBDID has been rewritten as a REXX/VSE procedure with
extensive error and dependency checking. Support for TCP/IP information is
added and “alias” DBNAMEs are supported. ALL DBNAMEs must be specified in
the new DBNAME Directory, including the Product Default DBNAME "SQLDS". A
migration REXX/VSE procedure, ARICCDID, is provided to assist in migrating to

the new format. See the DB2 Server for VSE Systems Adwministration and [DB2 Sexved
for VSE Pragram Directary for additional information.

Migration Considerations
Migration is supported from SQL/DS"" Version 3 and DB2 Server for VSE & VM

Versions 5 and 6. Migration from SQL/DS Version 2 Release 2 or earlier releases is
not supported. Refer to the [DB2_Server Fnr VM Sustem Administration or IDB2 Served

for VSE System Administration manual for migration considerations.

Library Enhancements

Some general library enhancements include:

* The following books have been removed from the library:
— DB2 Server for VM Application Programming
— DB2 Server for VSE Application Programming

Summary of Changes ~ XiX



DB2 Server for VM Database Administration

DB2 Server for VSE Database Administration

DB2 Server for VSE Installation

DB2 REXX SQL Interface Installation

DB2 REXX SQL Reference

DB2 Server for VM Diagnosis Guide and Reference
DB2 Server for VSE Diagnosis Guide and Reference
DB2 VM Data Spaces Support

Note: Information from this book can now be found in the DB2 Server for VSB

DB2 Server for VM Master Index and Glossary
DB2 Server for VSE Master Index and Glossary.

* The following books have been added to the library:

[DR2 Serner for VSE & VM Databgse Administration

[DR2 Serner for VSE & VM Application Prn(c‘rrnmmiw’g'
DB2_ REXX_SQL for VM/ESA Installation and Referencd
[DR2 Serner for VSE & VM Digenosis Guide gnd Rpfprpnr'pl
DR2 QPVﬂPrfnr VSE & VM Master Index and Clnqcmfjlj

Refer to the new DB2 Server for VSE & VM Overivew for a better understanding of
the benefits DB2 Server for VSE & VM can provide.
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Chapter 1. Introduction

About Control Center

This section introduces Control Center and its tool set, and provides an overview
of the Control Center in a DB2 Server for VM environment.

Product Overview

Control Center is an IBM licensed program which works with the DB2 Server for
VM licensed program to automate many of the manual Database Administrator
(DBA) functions required to support databases within VM/ESA environments. It
automates DBA functions such as database archiving and recovery, adding and
deleting dbextents, adding dbspaces, database startup and shutdown, startup
parameter changing, dbspace-level reorganization (with candidate selection),
table-level reorganization and redefinition, catalog index reorganizations, and
database monitoring. Each of these functions can be initiated immediately by an
authorized user (local or remote), or they can be scheduled to execute at any
specified date and time, or repetitive execution interval.

Control Center simplifies the task of supporting databases by automating the
complex steps required to perform many DBA activities. These functions can be
scheduled and performed automatically during periods of low system usage,
improving the operational productivity of the entire system. Control Center also
allows these functions to be performed in a consistent and repeatable manner with
a high degree of security and control, thereby reducing the amount of support
time.

Once the Control Center environment has been established, new databases can be
easily incorporated. Due to the automated control provided by the service
machine, the workload impact of additional databases to Database Administrators
can be minimized.

Product Benefits

Access Control
Four levels of authorization can be specified controlling access to and use of

Control Center. Additionally, these levels can be customized, allowing unique user
authorization requirements to be implemented.

Externalized Database Startup Parameters
All database startup parameters are maintained by Control Center and can be
updated at any time by the DBA using its user interface. Modified parameters
become operational during the next database startup.

Local and Remote User Interface Capability

The user interface was designed to communicate with multiple service machines,
both locally on a single CPU and on remote CPUs. The user interface provides
both panel mode and command mode capabilities for maximum flexibility.

Database Operator Command Interface
Control Center provides the DBA with the capability to perform all operator
commands for a database, either in command mode or through the panel mode
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interface. These functions include all SHOW commands, the FORCE command,
COUNTER command, and RESET command.

Group Authorization Tool

The Group Authorization Tool assists users in managing the access to database
objects, simplifies the process of authorization and shortens the amount of time
needed to grant or revoke privileges. For more details, see L

”

Automated Archiving and Database Recovery

Archives are supported under all logmodes. Special archive features supported by
Control Center include multivolume database archives (including User Archives),
multiple log archives between database archives, implicit database and log
archives, and archives (log and database) to disk.

Recovery functions provide the DBA with all available recovery sets derived from
database archive and user archive events, and enable the DBA to select which
recovery set should be used and how it should be applied.

The automated interface to the DB2 Server for VM Data Restore Feature lets users
automate, track, and schedule the Data Restore functions on one or more
databases, see l!Chapter 20 Data Restare RESTORE” on page 249 This capability
lets users automate, manage, track and schedule the Data Restore functions on one
or more databases.

Handling Logmode Changes
When the database is started, all logmode switches are automatically handled. This

includes any coldlogs, archives, and log archives that are required to properly
restart the database with a new logmode.

Database Monitoring

Many of the periodic monitoring activities performed by the DBA are now
automated with the database operator commands. This feature can also be
instructed to automatically react to detected conditions. For example, a DBA can
enable a log check monitor that will check, at scheduled intervals, the space
remaining in a database’s log. If the monitor detects that an implicit archive is
likely, then it can schedule an explicit log archive for a convenient time in an effort
to avoid a possible implicit archive during peak utilization time. Control Center’s
database monitoring feature also has a report generation capability, that logs
database monitor information each time a monitor runs.

DBSPACE Reorganization

Control Center provides a data reorganization tool with the dual advantages of fast
execution and high space savings through the DROP DBSPACE command.
Execution options also allow for data to be moved within a database (such as to a
different storage pool or larger dbspace) or to a different database (for migration or
regeneration purposes). Externally stored dbspace data created during the
reorganization process can be used for backup purposes. A PAUSE option allows
the backup tool to be utilized separately from reorganization.

DBSPACE Reorganization Candidate Selection
Databases are analyzed for DBSPACES that need maintenance, and will optionally
perform whatever maintenance is required (reorganization or Update Statistics).

Table Reorganization and Redefinition

A table-level reorganization tool is provided with many options for maximum
flexibility. The data-only reorganization option performs a DATAUNLOAD and
DATALOAD without dropping the table, which eliminates the need for DBA
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authority. Additional options allow the table to be dropped and recreated, along
with all associated indexes, views, and grants, and for tables to be moved or
copied, either within a database or between databases.

This tool also provides the capability to redefine a table definition, allowing
columns to be added or deleted, and column characteristics to be changed,
including column names, column datatypes, and null attributes.

Index Analysis and Reorganization

The index analysis and reorganization tool provides for automated maintenance of
indexes. You can choose analysis only, analysis and reorganization, or
reorganization based on a previous analysis. You can also define the scope of
analysis and reorganization by specifying a DBSPACE owner, DBSPACE name, or
range of pages. You can limit run time by specifying a time or quantity limit.

Object Search and List
This tool is used for searching for and listing database objects such as DBSPACES,

tables, views, indexes, packages, and columns. A search can be conducted using a
variety of search arguments. Applicable product tools can then be invoked against
objects displayed in a list.

Cascading lists of dependent objects can be generated for an object within a
currently displayed list. For example, a list of indexes can be displayed for any
table selected within a list of tables.

Job Scheduling

The job scheduling tool provides the capability to schedule concurrent or
single-threaded processing events against one or more databases. Detailed event
control information provides the capability to establish dependencies between jobs,
a dependency on database status (up or down), a dependency on a particular
service machine and a dependency on probable completion within a designated
timeframe. This allows for better control and automation of both System
Administration tools (such as archiving and adding dbextents) and Database
Administration tools (such as DBSPACE reorganization).

Product History

Control Center for VM, originally called SQL Master for VM (5684-136), available
since June 1990, was designed by database administrators responsible for
managing and maintaining large SQL/DS databases for IBM.

Product Requirements
Control Center requires an environment provided by these operating system(s):

 IBM Virtual Machine/Enterprise Systems Architecture (VM/ESA) Version 2
Release 3, or later

The following level of DB2 Server for VM is required:
* DB2 Server for VM Version 7 Release 1 (5697-F42)

— DB2 Server for VM Version 6 Release 1 (5648-A70) is also a supported
environment.

Control Center supports environments without any tape management system,
sending tape mount request messages directly to a defined tape operator user ID.
It also provides support for CA-DYNAM/T (or DYNAM/T), VMTAPE, and EPIC,
if they are used on the target system. In addition, Control Center can be adapted to
other tape management products with customization.
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Control Center and the Database Environment

A product installation includes a Control Center service machine, which can
manage one or more databases, and optionally, one or more support machines.
User machines linked to the service machine are given proper database authority.
This enables communication with the databases managed by the service machine
whether on the same CPU node or a remote node.

Service Machine

The service machine executes on a disconnected virtual machine (referred to as the
Control Center service machine) that communicates directly with one or more
databases. The service machine is normally in an idle mode until it is interrupted
to initiate work, such as performing a database archive, responding properly to
specific CMS, CP or database prompts and messages, tracking the status of all
databases, and communicating with one or more Database Administrators in your
information systems organization. It has the authority and know-how to perform
simple and quick one-step operations as well as complex multi-step operations
which can span several hours.

Distributing Work with Support Machines

Database Administration tools such as Multiple User Mode DBSPACE
Reorganization execute on a virtual machine separate from the database machine
and can be initiated for immediate execution or scheduled to execute at any
specified date and time, or repetitive execution interval. Depending on the tool, the
size of the database, and other factors, the activity may take several hours to
complete.

Control Center is able to distribute work by scheduling Database Administration
tools to execute on one or more support machines where they will execute
independent of the service machine and independent of each other. Overall
performance and throughput (Database Administration tools can execute
concurrently against different databases) is improved, and it eliminates the need to
have separately installed service machines for each installed database. !

Sample Environments

The following two scenarios help to illustrate how Control Center manages local
and remote databases in a VM environment.

1. In practical terms there is a limit to the number of databases a single service machine can manage.
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Control Center in a Single-CPU/Multi-Database Environment

CPU 1: YMSYSTM1

DB2 DB2
Database Database
Machine Machine
SQLMACH1 SQLMACH2

P

CTRLCTR
Service
Machine
MSTRSRV1

TT

!

User User
Machine Machine
Running Running

CcC CcC

MSTRUSR1 MSTRUSR2

Figure 1. Control Center in a Single-CPU/Multi-Database Environment

Shown in w is a single-CPU VM environment where two databases are being
managed by a single service machine. Two users linked to the service machine and
having proper authority are able to perform functions against the database
machines as if they were logged on to the machines directly.

For example, user MSTRUSR1 may be issuing operator commands to SQLMACH1
and reviewing the results (communication path [[}) while user MSTRUSR? is
initiating a single user mode DBSPACE reorganization on SQLMACH?2
(communication path ).
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Control Center with Support Machine in a Multi-CPU/Multi-
Database Environment

CPU 1: VMSYSTM1 CPU 2: VMSYSTM2
DB2 DB2 DB2 DB2
Database Database Database Database
Machine Machine Machine Machine
SQLMACH1 SQLMACH2 SQLMACH3 SQLMACH4
-~ V'S
L"‘T Tmj B
v v
CTRLCTR CTRLCTR CTRLCTR
Service Service <> Support
Machine Machine Machine
MSTRSRV1 MSTRSRV2 MSTRSUP1
V'S -~
m rW\/\/\/<|§]J
User User
Machine Machine
Running Running
CcC CcC
MSTRUSR1 MSTRUS2

Figure 2. Control Center with Support Machine in a Multi-CPU/Multi-Database Environment

Shown in w is a complex multi-CPU environment where two service
machines and one support machine are managing the activities of four databases.

As an example, user MSTRUSR1 may be issuing operator commands to database
SQLMACHI1 (communication path [[J) while concurrently service machine
MSTRSRV1 is running a scheduled database archive of database SOLMACH?2
automatically from start to finish (communication path [l]). User MSTRUSR2 may
be initiating a database recovery from tape for database SQOLMACH3 on remote
node VMSYSTM2 (communication path [[]) while the same managing service
machine has initiated a table reorganization process to execute on support machine
MSTRSUP1 (communication path C )
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Control Center Tools Overview

There are three types of Control Center tools: System Administration, Database
Administration, and Control Center Administration. The System Administration
and Database Administration tools work directly with database environments,
whereas Control Center Administration tools help you to utilize the product as a
whole. It is important for you to fully understand these three types of tools and
how they work.

System Administration Tools

System Administration tools work with the database virtual machine consoles.
They manage the operational needs of the database virtual machines such as:

1. Starting and stopping of the database

2. Database archives and recoveries

Adding and deleting dbextents, moving dbextents
Adding dbspaces

Specification of database startup parameters
Interfacing the database with VM

Interfacing the database with tape managers
Management of database virtual machine consoles

Database operational monitoring and reporting and,

©C ©®X®NOOOA~O®

—_

Any other activity that runs on the database’s console

How the System Administration Tools Work

Before using any of the System Administration tools you must have a basic
understanding of how these tools work. These tools work very differently from the
Database Administration tools and it is important that you understand the
differences in order to avoid incorrect use of the Control Center product.

The System Administration tools all share the same basic operational
characteristics; each of these tools is involved either directly or indirectly with the
management of activities that run on database virtual machines. These tools do not
in any way work with database data or data-related objects, and therefore, they do
not require any of its connect authorization.

Each of these tools manage database generated console messages. These messages
can be generated on a database virtual machine console during either single user
or multiple user modes of operation. Many of these messages are database
prompts for information or resources that must be responded to before processing
can continue. During the running of a database archive, for example, many
messages and prompts for resources (tape drives, or disks) and information (when
to start, or what address to archive to) are displayed on the database’s console. It is
the System Administration tools related to database archiving that manage the
archive activity by responding to each of the database’s console messages and
prompts.

These tools respond to every message generated on a database virtual machine
console. This includes messages generated by the database, VM (CP or CMS), tape
management products (VMTAPE, DYNAM/T, EPIC, and other), or by any
message-generating program or service. All messages are routed from the database
virtual machine to the Control Center service machine through the VM-provided
Single Console Image Facility (SCIF) messaging service. SCIF enables the service
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machine to become the database machine’s virtual console and keyboard, as if the
service machine were logged on to the database virtual machine itself. This enables
the service machine to view all messages as they appear on the database console,
as well as directly feed input to the database’s console.

When the service machine is routed a message through SCIF, Control Center
determines what the message is related to (such as archive, or addition of a
dbextent) and invokes the appropriate System Administration tool to review the
message and determine if any information or resources are required by the
database machine. Any required feedback is routed back to the database’s console
through the SCIF service.

Where the System Administration Tools Run
Except for the Direct Operator Command Interface tool, System Administration

tools run on the Control Center service machine. It is the service machine that
invokes tools as required to manage a database machine’s console. These tools
have been designed to support multiple database machines simultaneously. This
means that the service machine does not become locked into and dedicated to the
management of a single database machine, but rather remains available to respond
to other database machines as required. Control Center, for example, can manage
the processing of multiple database archives occurring on multiple database
machines simultaneously.

List of System Administration Tools

Table 1. System Administration Tools

Tool Name Database Control Center Control Center Managed by Control
Connect Authority Multiple User Mode Center
Authority Required or or
Required Single User Mode Runs on User’s
Machine
Database Archiving and Recovery Tools
Database Archiving No Yes SUM/MUM Control Center
Database Recovery No Yes SUM/MUM Control Center

Database Monitoring Tools

Database Log Check No Yes MUM Control Center
Database Up and Running | No Yes SUM/MUM Control Center
Check

Users Active No Yes MUM Control Center
Users Connected No Yes MUM Control Center
Users Locking No Yes MUM Control Center
DBSPACE Usage No Yes MUM Control Center
Database Counters No Yes MUM Control Center
Reset Counters No Yes MUM Control Center
POOL Usage No Yes MUM Control Center

Database Startup and Termination Tools

Database Parameters No Yes MUM Control Center
Database Startup No Yes SUM Control Center
Database Termination No Yes SUM Control Center

Database Status Tool
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Tool Name Database Control Center Control Center Managed by Control
Connect Authority Multiple User Mode Center
Authority Required or or
Required Single User Mode Runs on User’s
Machine
Database Status No Yes MUM Control Center
Database Operation Interface Tools
Operator Command No Yes MUM Control Center
Interface
Direct Operator Command | Yes No MUM User’s Machine
Interface
Single User Mode Tools
Add DBEXTENTS No Yes SUM Control Center
Delete DBEXTENTS No Yes SUM Control Center
Copy/Expand Database No Yes SUM Control Center
Directory
Copy/Move Database Log | No Yes SUM Control Center
Disk
Copy/Move Data Disk No Yes SUM Control Center
Add DBSPACE No Yes SUM Control Center
Database COLDLOG No Yes SUM Control Center
Reorganize Catalog Indexes |No Yes SUM Control Center

Database Administration Tools

Database Administration tools are database application programs, and therefore
require Database Administrator authority. These tools do not work with or manage
the database virtual machine. They are programs that connect to a database and
perform data retrievals and updates using database queries while the database is
running in multiple user mode (SYSMODE=M). Since these tools require the
database to be in multiple user mode (with the exception of the Single User Mode
Reorganization tools), they are sometimes referenced in this documentation as
multiple user mode tools.

How the Database Administration Tools Work

The virtual machine that runs these tools must have database Database
Administrator authority. (An exception to this is the Table Reorganization and
Redefinition tool, which has one option that only requires connect authority).
When invoked, the tool runs a database application program that connects to the
database. The program then runs database queries to manage (reorganize, backup,
redefine, or migrate) data and data-related objects.

Where the Database Administration Tools Run
Unlike the System Administration tools, the Database Administration tools require
a dedicated user machine console. This means that during the running of a
Database Administration tool, the virtual machine running the tool cannot do any
other processing. For example, when you run the Multiple User Mode DBSPACE
Reorganization tool on your virtual machine you will not be able to perform any
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other work until the tool completes processing. This is contrasted with the System
Administration tools, which can manage the processing of multiple database
console activities simultaneously.

You should never run a Database Administration tool on the service machine
because these tools require a dedicated virtual machine console. If the Control
Center service machine runs this type of tool, then it will not be available to
respond to database machine console messages and prompts. Therefore, these tools
should be run on virtual machines that can afford to dedicate their consoles to the
processing of a single activity. The Control Center support machines should be
installed and used to run these tools.

When scheduling Database Administration tools, be sure to specify a support
machine (or other non-Control Center service machine) that will run the tool. If
you do not specify a support machine, the tool will run on the service machine,
making it unavailable to process any other requests.

— Important Note:
A deadlock condition can occur on the service machine, if it runs a Database
Administration tool that causes console messages to be generated on the
database machine. A deadlock results when the service machine cannot
complete tool processing until database machine console messages are
responded to and; console messages cannot be responded to until the tool
completes processing.

For example, if the service machine runs a reorganization tool, (a Database
Administration tool) that reorganizes a large DBSPACE, the database log
could fill up (due to unload/reload reorganization work). When the log fills
up, the database will initiate an archive activity (logmode A or L) that the
Control Center service machine must manage by responding to database
console messages and prompts to start the archive, mount tapes, and so on.
The deadlock occurs because the service machine is reorganizing and cannot
respond to the database console prompts. The reorganization waits because
the database halts all activity until log space can be freed by the taking of an
archive which will not run until the console prompts are responded to.

List of Database Administration Tools

Table 2. Database Administration Tools

Tool Name Database Control Center Control Managed by Control
Connect Authority CenterMultiple User Center
Authority Required Mode or
Required or Runs on User’s
Single User Mode Machine
Automated DBSPACE Maintenance Tools

DBSPACE Reorganization Yes No MUM User’s Machine

Maintenance

Statistics Maintenance Yes No MUM User’s Machine

Index Reorganization Yes No MUM User’s Machine

DBSPACE Reorganization Tools
Multiple User Mode Yes No MUM User’s Machine
DBSPACE Reorganization
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Tool Name Database Control Center Control Managed by Control
Connect Authority CenterMultiple User Center
Authority Required Mode or
Required or Runs on User’s
Single User Mode Machine
Single User Mode DBSPACE | Yes Yes SUM/MUM Control Center
Reload
Single User Mode DBSPACE | Yes Yes SUM Control Center
Reorganization
DBSPACE Reorganization Yes No MUM User’s Machine
Driver
Table Reorganization and Redefinition Tool
Table Reorganization and Yes No MUM User’s Machine
Redefinition
Object Search and List Tools
DBSPACE Search and List Yes No MUM User’s Machine
Package Search and List Yes No MUM User’s Machine
Table Search and List Yes No MUM User’s Machine
Table Index List Yes No MUM User’s Machine
Table View List Yes No MUM User’s Machine
Rebind Package Tool
Rebind Package Yes No MUM User’s Machine

Control Center

Administration Tools

Control Center Administration tools do not work directly with a database
environment, but rather work in support of service and support machines. For
example, the Job Scheduling tool enables the product to manage the processing of
jobs. These tools have been designed to work with and enhance the usability of
System Administration and Database Administration tools. You can use the Job
Scheduling tool to schedule database archives (a System Administration tool), as
well as dbspace reorganizations (a Database Administration tool).

In addition to supporting the Control Center environment, these tools also allow
you to manage the related service and support machines. Management of these
types of machines includes activities such as starting and stopping Control Center,
authorizing new users, and listing and reviewing control files.

How the Control Center Administration Tools Work

These tools are invoked by the service and support machines as required. You can
access them through the menu interface. Each of these tools has been designed to
minimize the use of Control Center service and support machine consoles. When
run, they require only brief periods of service and support machine processing,
keeping the machine consoles available for the servicing of database-related
activities.

11
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Where the Control Center Administration Tools Run

Control Center Administration tools run on the service and support machines. As
mentioned above, they have been designed to minimize the use of the console
activity, leaving the consoles more available for use by the System Administration
and Database Administration tools.

List of Control Center Administration Tools

Table 3. Control Center Administration Tools

Tool Name Database Control Center Control Center Managed by Control
Connect Authority Multiple User Mode Center
Authority Required or or
Required Single User Mode Runs on User’s
Machine
Job Scheduling Tools

Job Scheduling No Yes n/a Control Center

Job Schedule List No Yes n/a Control Center

Master Scheduling No Yes n/a Control Center

Control Center Administration Tools

View Message Log No Yes n/a Control Center

Issue Database Commands | No Yes n/a Control Center

List Control Center VM No Yes n/a Control Center

Database Files

Query No Yes n/a Control Center

DBEXTENTS/STORPOOL

Mapping

Control Center Database Tape Management Tool

Tape Management

No

Yes

n/a

Control Center
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Chapter 2. Architecture

This section describes the Control Center product architecture. It is intended
primarily for those people involved in the installation, maintenance, or
administration of Control Center, and users of the product.

This section is prerequisite reading for the material presented in m

Installation and Migration Querview” on page 29, and ‘Chapter 8 Managing thd
I 3 |I/ Zj‘

Overview

The product architecture has been designed to allow you to install a Control
Center configuration that is tailored to meet your specific database support
requirements. It is easily customized because of a modular design and externalized
control parameters that allow you to be very specific in identifying how you want
your databases managed. For example, tape management processes are often quite
unique to specific VM installations, requiring that the management (for instance,
mounting or cataloging) be handled in a particular manner. When installing, you
can instruct the product how to manage tapes and tape-related information
required by your installation. In addition to tape management, Control Center can
be customized in other ways to help you handle your database environment.

Related Virtual Machines

In Control Center configuration, there are five basic types of virtual machines:
service machines, database machines, support machines, user machines, and
Control Center owner machines.

shows a basic Control Center configuration with a service
machine (MSTRSRV), two support machines (MSTRSUP1, MSTRSUP2), two
database machines (SQLMACH1, SQLMACH?2), two user machines (MSTRUSR1,
MSTRUSR?), and a single owner machine (MSTROWN).
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Figure 3. Control Center Machine Types

Service Machine

This is a machine that runs in disconnected mode (no physical console or keyboard
attached) and is responsible for the automated operations of the database
environment. This is the central machine that processes your requests as a user of
Control Center, as well as manages the activities of support machines and database
machines.

Support Machine

The MSTRSUP1 and MSTRSUP2 machines in the figure are support machines.
These machines are controlled and managed by a service machine (MSTRSRV)
while running in a disconnected mode (no physical console or keyboard attached).
The service machine will send these machines long-running work activities that
require dedicated processing. These long-running activities are often referred to as
multiple user mode (MUM) applications, because these applications connect to a
database that is running in a multiple user mode (SYSMODE=M).

Database Machine

The SQLMACH1 and SQLMACH2 machines in @ are database virtual
machines. These machines are your database application servers that take requests
for data or data updates from other virtual machines. These machines own the
minidisks that your database data is stored on.

User Machine

The MSTRUSR1 and MSTRUSR2 machines are user machines, each with a physical
console and keyboard attached. This is the type of machine that you use to
interface with the Control Center and DB2 for VM Server products. These
machines must be authorized to Control Center, as well as to the database itself.
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As an authorized user, you can connect to a database and run MUM activities, as
can a support machine. You can, however, prefer to have your longer-running
MUM activities processed on a support machine so as to keep your virtual
machine free for other processing activities.

Owner Machine

These machines are owners of particular service and support machines. These
machines are specified during the installation of a service machine or support
machine. The MSTROWN machine shown represents an owner virtual machine for
the MSTRSRYV service machine and the MSTRSUP1 and MSTRSUP2 support
machines.

The owner machines are given Control Center Administrator level authorization.
These machines will be sent Control Center machine consoles, if the Control Center
machine is spooling a console, each time a service machine or support machine is
cycled (stopped and restarted, IPLed, or Control Center midnight processing). They
are designated as owner machines in the Control Center PROFILE file.

Control Center Tools and the Virtual Machines They Run On

”

As covered in I , the product is
comprised of three types of tools: System Administration, Database Administration,
and Control Center Administration tools.

The virtual machines outlined above each use a specific type of Control Center
tool. It is important, therefore, that you review and understand the

[Caols Overview” an page 7 section of this manual before proceeding any further in

this section.

System Administration Tools on the Service Machine

The System Administration tools are used to manage the operations of your
database virtual machine consoles. In other words, these tools automate all the
activities that would normally be performed by a database console operator logged
directly onto the database’s virtual machine.

It is the purpose of the service machine to invoke, run, and manage the System
Administration tools, automating console operations for one or more databases.

How the System Administration Tools Work On the Service Machine

The service machine runs the System Administration tools in a disconnected mode,
meaning that there is no physical console or keyboard attached to these machines
while they are running. These machines are in a sleep (trivial CPU usage) mode
until a message or file is sent to them, causing an interrupt of their sleep state.
Upon interruption, the service machine "wakes up” and runs System

Administration tools to review the message or file to determine what, if any, action
should be taken.

Scheduled Processing

The System Administration tools are not just reactive to interrupts, but can be
scheduled by you for specific invocation. For example, you can schedule (the
scheduler is a Control Center Administration tool) a database archive activity to
occur at a later scheduled time. At the specified time, the archive System
Administration tool will be invoked and the archive activity will be started. As the
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archive is processed, the database’s console will then generate many messages that
may require responses, and it is the job of the System Administration tools to
provide the database’s console with any required information.

Asynchronous Processing

A single service machine running the System Administration tools can support one
or more database machines simultaneously. This means that multiple database
console activities can be processed by Control Center at the same time. For
example, MSTRSRV could start a full database archive for the SQLMACH1
database and at the same time start an add dbextent process on the SQLMACH2
database machine. MSTRSRV will respond to each database console message as it
occurs and does not become locked into the processing of one specific database’s
console messages. Both activities can proceed simultaneously on each database
machine.

Simultaneous Support of Multiple Database Versions

The System Administration tools running on the service machine support the
simultaneous running of different versions of DB2 Server for VM therefore, you
will not have to reinstall or reconfigure your service machine when you move to
new versions.

Database Administration Tools on Support and User Machines

As described in FDatabase Administration Tools” on page d, the Database
Administration tools are very different from the System Administration tools.
These tools require a dedicated virtual machine console while running, which
means that multiple Database Administration tools cannot run on the same virtual
machine at the same time.

These tools require a dedicated console because they are database application
programs. These tools work through the database to manipulate actual database
data, compared to the System Administration tools, which do not perform database
connects. They are often referred to as multiple user mode (MUM) applications,
because they connect to a database that is running in multiple user mode
(SYSMODE=M).

Why Support Machines?

Use support machines to invoke and process Database Administration jobs that
run for long periods of time (usually anything greater than a few minutes).
Support machines run in disconnected mode and can be instructed to invoke and
execute Database Administration tools. Install one support machine per database
machine. This gives you the capability to run simultaneous Database
Administration tools against one or more databases. For example, you could
instruct the MSTRSRV machine to have the MSTRSUP1 machine run a
reorganization of a DBSPACE in the SQLMACHI1 database, and at the same time
start another reorganization on the MSTRSUP2 machine for the SQLMACH2
database.

Managing Support Machines
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The service machine will manage the support machines. When initiating or
scheduling Database Administration tools to run on support machines, you
interface with the service machine and give it instructions that drive the tools’
execution on the support machine.

The service machine processing of an activity on a support machine from
invocation to completion. It is the responsibility of the service machine to track the
activity of each of its support machines, as well as to maintain a status of each of
the activities performed.

Why Not on Service Machines?

When executing, Database Administration tools require a dedicated virtual
machine. This means that the virtual machine on which these tools are running is
unavailable until execution is completed. When a service machine runs a Database
Administration tool, it is unavailable to meet its primary responsibility of servicing
database consoles. Furthermore, a potential deadlock situation could be created

(refer to the Cantral Center Tools Querview).

Control Center Administration Tools on Service and Support
Machines

As described in the EControl Center Administration Tools” on page 11, these tools

provide the service machines and support machines with some basic operational
capabilities. For example, the Job Scheduling tool provides service machines with
the ability to manage the processing of either service machine jobs (archives,
recovers, add dbextents), or support machine jobs (DBSPACE reorganizations, table
reorganizations).

These tools do not require their own virtual machines, but rather are invoked and
run by the service machines and support machines as required. Code for these
tools is located on the Control Center product code disk, that both the service
machine and support machine must have read access to (refer to the code disk
discussion later in this section).

Control Center Communications

The Control Center tools run on various types of virtual machines. Each of these
machines contributes to the processing of the database environment, and therefore
must be able to communicate with each other. This section will cover basic types of
communications relating to the five types of Control Center machines previously
discussed.

Three Types of Communications

There are three different types of communications relating to your configuration:
1. Single Console Image Facility (SCIF)

2. Messages and files

3. Database connects

Figure 4 on page 19 is a diagram of Control Center related virtual machines and

the communication connections used between them.
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SCIF Communications (Database to Service Machine)

The service machine communicates with database machines through the Single
Console Image Facility (SCIF). In [Figure 4 on page 19, the MSTRSRV machine is
connected using SCIF with SQLMACH]1 and SQLMACH?2 database machines.
There is no limit to the number of SCIF connections a service machine can have,
but each database can have only one.

— Important:
You must not identify another machine as a secondary console for a service
machine. If you have database machines SCIFed to your service machine and
your service machine SCIFed to a third machine, then any database console
messages will, in effect, be SCIFed directly to the third machine, bypassing
the service machine entirely.

SCIF is a standard component of VM that enables the service machine to act as the
virtual console and virtual keyboard for each database machine it is connected to,
as if the service machine were actually logged onto the database virtual
machine(s). The service machine, through the SCIF connection, can issue
commands directly to the database, as well as view all database console messages
that are displayed on the database’s console.

Breaking the SCIF Connection
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Figure 4. Control Center Communication Connections

The SCIF relationship will exist while the database and service machine are
running in disconnected (no physical console or keyboard attached) mode. If you
log onto the database machine, the SCIF connection to the service machine will be
broken. Any messages produced on the database console while you are logged on
will not be forwarded by SCIF to your service machine.

Logging onto the service machine will not break the SCIF connection (messages
will still be forwarded and stacked for processing) but you will not be able to
communicate with the service machine using the interfaces provided (SQM
command mode or panel interface).

Number of Service Machines Required

It is necessary to have at least one service machine per CPU, because the SCIF
facility cannot communicate across CPUs. There is no limit on the number of
database virtual machines connected via SCIF to your service machine. You are
not, however, limited to installing just one service machine per CPU. You can
install as many service machines as are necessary to meet your specific
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requirements. Additional machines, for example, can be required to segregate
different platforms (production, development, test) from each other, or to provide
more responsive database console management.

If you have a database console environment that is very active (many console
messages from archives, operator commands), and your service machine seems to
be performing sluggishly, then you can install additional service machines to
distribute the console processing activity across multiple machines. This can be
espedially true if you decide to run several database monitors (refer to

itori “ ) with very small frequency (1 to 5 minute)
intervals. This is because each monitor will cause the generation of additional
database console messages that your service machine will have to analyze and
react to.

Message and File Communication
As Figure 4 on page 19 shows, the service machine uses messages and files to

communicate back and forth with user machines and support machines. Interfaces
running on the machines receive and interpret the messages and files to determine
what action or what information is to be displayed.

If the MSTRUSR machine in the diagram requests information about a database
(the SHOW commands), the request is transmitted to the MSTRSRV1 machine in
the form of a message and the response is sent back to MSTRUSR in the form of a
file. The file sent back to MSTRUSR will appear in the MSTRUSR’s reader. The
Control Center interface will PEEK the file, displaying it to MSTRUSR. After
MSTRUSR exits the file display, the file will be purged from the reader. If
MSTRUSR wants to save or print a copy of the information, a SAVE or FILE
command while in PEEK (placing the file onto MSTRUSR’s 191 A-disk) can be
issued.

Waiting for Requested Information

When a request for information is sent to Control Center through the SOM
interface, the user will be placed in a WAIT state (using WAKEUP) until the
information is returned to the user’s reader. There is a predefined length of time
that the SQM interface will wait for the reader file. After this amount of time, SQM
will return control to the user and indicate that the expected file did not arrive.
This problem will usually indicate that Control Center failed or that a network
connection from the user to the Control Center machine is not available.

Operator Communication

There are four basic modes of communication with Control Center. Any of these
modes can be used by any virtual machine attempting to communicate with
Control Center:

* Panel

¢ Command
* Remote

« CMS

Panel Mode

Communicating with the Control Center facility via the panel interface is done
through the SOM EXEC. SQM is invoked in panel mode by entering SOM without
any parameters.
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Command Mode
The SQM interface can be invoked in command mode to issue single-line

commands to a service machine. This mode can be very useful when it is required
to communicate with a service machine in a single-line mode format, such as
issuing communications from a program (EXEC) or server machine.

CMS Mode

Files can be sent directly to service machines. If the sender is authorized, the file
will be received by the service machine onto either its 191 A-disk or the code disk,
depending on the type of file sent.

Remote Mode
Communications to a remote CPU service machine are done through the Remote

Spooling Communications Support (RSCS) network product. If you have multiple
CPUs, then communications to a service machine on another CPU will only be
possible if the remote CPU has been identified to RSCS. When communicating
with the remote service machine, all messages and files are routed through RSCS
directly to the remote service machine; the local CPU service machine is not
involved in the communications.

Database Connection

The support machine (MSTRSUP) and user machine (MSTRUSR) run the Database
Administration tools. These tools will perform a database connect to a specified
database (SQLMACHI1 or SQLMACH?2) by running the database-provided
SQLINIT utility. This utility is available with all versions of DB2 Server for VM
and provides applications with the ability to establish communications with a
database.

To successfully connect to a database, support machines and user machines must
have database DBA connect authorization. This authorization is maintained by DB2
Server for VM for each database machine. In Eigure 4 on page 19 the MSTRUSR
machine must be granted specific connect authorization to each database that the
machine will be accessing.

Important:
The connect authorizations are maintained by the database and are
completely separate and distinct from the Control Center product
authorizations.

Minidisk Layout

During Control Center installation you will be prompted for the virtual device
addresses of the Control Center code disk and tape management code disk. This
information will be used by Control Center when establishing your virtual
machine environments in preparation for activities to be performed.

Code Disk

The Control Center code disk shown in Eigure 5 on page 23 contains only Control
Center product code (this includes the DBINIT CONTROL and

SQLMSTR DIRECTRY files). Each of the machines shown has read access to the
code disk, with the service machine (MSTRSRV) having read and write access.
Since MSTRSRYV has write access to the code disk, this machine is referred to as the
code disk owner.
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Each of the virtual machines has its own read/write 191 A-disk. The service
machines and support machines store various control files which are updated and
stored on their A-disks. Information used by the database machines during startup
and termination is kept on each database machine’s A-disk. The user machine
(MSTRUSR) A-disks will be updated with certain control information that will be
used by the Control Center panel and command mode interfaces, as well as by any
Database Administration tools that the user machine invokes.

Communications Code: The Control Center code disk contains all code needed for
invoking, using, and communicating with the Control Center tools. In addition,
information detailing your local and remote CPUs is stored on this disk (refer to
"SQLMSTR DIRECTRY and DBINIT CONTROL Files” below).

Automatic Code Disk Reaccessing and Shared Code Disks: The service machine
and support machines should use a common (shared) code disk. Since only one of
the machines (must be a service machine) can own (read/write) access, then the
other machines will only have shared (read) access.

In support of Control Center shared code disk access, when the code disk is
updated by the owning service machine, the service machine will automatically
instruct other service machines and support machines to reaccess the changed code
disk. In addition, any users that are currently linked to the disk will be notified
that the code disk has been changed and should be reaccessed.

The service machines and support machines will reaccess the disk automatically,
provided that the owner service machine has been authorized as a Control Center
Administrator to each of these machines. This feature is especially important in
regard to the SQLMSTR DIRECTRY and DBINIT CONTROL files, which contain
common control information that is used during Control Center communications.

SQLMSTR DIRECTRY and DBINIT CONTROL Files: These files provide basic
communications control information that must be made available to all virtual
machines (service machine, support machine, database machines, and user
machines) that will use the Control Center tools. These files contain specific
communications control information particular to your installation (m

7

). Since the information must be made
available to all users of the Control Center product, these files are stored on the
Control Center code disk.

When updating files that normally reside on the Control Center code disk, you can
be instructed to send a copy of the files to the service machine that has write
access to the Control Center code disk. If you are authorized (Control Center
Administrator authority) to update the Control Center code disk, then you can
update the disk by sending code files (includes SQLMSTR DIRECTRY and
DBINIT CONTROL) to the service machine that owns the code disk. The service
machine will automatically receive any code files to the code disk.

Database Production Code Disk

This disk contains the database product code. In order to communicate and use a
database, the user and support machine must have read access to this disk. This
disk must also be available to the database machine, which must have the ability
to access this disk in write mode.
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Figure 5. Control Center Code Disk

Tape Manager Code Disk

The Tape Management code disk, or any disk with code necessary for the
management of tapes on your system, must be linked and accessed by your
database virtual machines. Control Center will manage the linking and accessing of
these disks automatically based on information supplied during installation. As
shown in w, the database machine (SQLMACH) has read access to a tape
management code disk.

The tape code disk virtual address and owner ID (user ID) are maintained in the
SQLMSTR CONTROL file kept on the service machine’s 191 A-disk. This file can
be changed (taking care to maintain upper and lower case characters) and will take
effect the next time Control Center is restarted.
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Tape Management Interfaces

Control Center does not require a tape management product, but does support the
following tape management software.

« DYNAM/T
* VMTAPE
* EPIC

In the absence of a tape manager, tape support is handled by sending tape mount
request messages directly to a system operator ID. The product can also be
adapted to work with other tape managers, with some customization.

Tape Management

Control Center allows the database archive and recovery functions to be automated
with or without the availability of a tape management product. Physical mounting
of tapes by a tape operator or automated hardware tape component (tape loader,
tape hopper) is required. Ordinarily, a specific VM user ID is designated to receive
tape mount requests from users on the system. The tape mount requests are
usually sent as messages which include information concerning the tape to be
mounted, what virtual machine requires the tape drive, what virtual address
should be used for attaching the tape drive to the requesting user, whether the
tape should be write-enabled, and other tape characteristics (labeled, scratch,
density).

The SQOMOUNT EXEC will be executed whenever a tape mount is required by any
database. This exec will receive all parameters associated with the specific tape
mount (which database, which virtual address, write-enabled). There are four
different routines in SQMOUNT which are used to submit the appropriate tape
mount request:

1. DYNAM/T

2. VMTAPE

3. EPIC

4. Generic CMS (sending a message to an operator ID)

One of the four routines will be executed, depending on information supplied
during the installation process. If VMTAPE, or a routine that is not mentioned
above is used, the SQMOUNT EXEC can need to be locally customized with
aEEI‘OEriate density information. See the IDB2 Server for VM Control Center Progran]

Multivolume Tapes

Control Center is designed to handle multivolume archive (ARIARCH) tapes using
the CMS FILEDEF and LABELDEF commands. When a database starts, Control
Center will issue FILEDEF and LABELDEF commands for the ARIARCH ddname
used by the database for archiving. When multiple labeled tapes are required for
the archive, each one will be provided to CMS using the LABELDEF command.
Log archives are restricted to single tape volumes so multivolume tape processing
is not performed for ARILARC.

Multivolume tape handling is automatically processed, depending on whether the
database is using the generic CMS handling of End-Of-Volume, or one of the
supported EOV exits has been installed (DMSTVS or DMSTVI). When each
database starts, Control Center will determine whether the database has access to
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either the DMSTVS or DMSTVI module exit. When a subsequent End-Of-Volume is
reached, Control Center will then perform the appropriate action based on which
exit is available (if any).

The DMSTVI exit of CMS is supported. This allows tape management products to
easily handle tape mounts and multivolume tape processing. If available, DMSTVI
is automatically invoked when the database performs an OS OPEN"" on a tape
dataset during an archive. It is also invoked when End-Of-Volume (EOV) is
reached on a tape within a multivolume tape set. Control Center will pass the
specified parameter values to a tape management product through DMSTVI using
the CMS FILEDEF and LABELDEF commands. The new LOGTAPE-PREMOUNT
option also provides flexibility to support various implementations of the DMSTVI
exit. Below are some highlights of tape processing. (DBSTART is the exec that
Control Center uses to start up databases controlled by a service machine).
Presently, VMTAPE is the only supported tape manager that uses DMSTVL

* Without DMSTVI module:
— DBSTART issues ARIARCH LABELDEF specifying Volids
— Control Center enters first ARCHIVE tape mount request
— Control Center enters all log archive tape mount requests
— CMS sends message to OPERATOR when EOV reached on tape

* With VMTTVS (VMTAPE):

— DBSTART issues ARIARCH LABELDEF specifying Volids
DBSTART issues "VMTTVS INSTALL” command
- Loads nucleus extension, overlaying CMS EOV handling
Control Center enters first ARCHIVE tape mount request
Control Center enters all log archive tape mount requests
VMTAPE receives interrupt when EOV reached on tape

* With DMSTVI (VMTAPE):
— DBSTART includes extra parms on FILEDEF and LABELDEF
- SYSPARM on FILEDEEF if Scratch Pool used
- EXDTE parm on LABELDEEF if RETENTION specified
- FID parm on LABELDEF if DATASET specified
— Tape mount sent to tape manager during OS OPEN and EOV
— Control Center just watches process

Note: Please note that CA-DYNAM/T does NOT support multivolume tape
processing. Therefore, this version of Control Center will only support single
tape handling.

Tape Mount Procedure

Control Center is designed to automate the database archiving and recovery
processes. Ordinarily, a tape operator will mount a physical tape and attach the
tape drive to the database machine. To reduce or eliminate manual interface, an
automated tape handler or tape stacker can be used.

Control Center must rely on information (messages) within the VM /CMS
operating system to provide full automation without intervention by the DBA
during the archive and recovery processes. The primary area within the archive
and recovery process where minimal system messages are available is during the
tape mount function. Under VM/CMS, no automatic system message is provided
to the requester when a tape is inserted into a tape drive and readied for use. This
makes it very difficult for Control Center to determine when the tape is available,
so that the product can instruct the database to begin reading or writing to the
tape.
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Because of the limited number of VM/CMS tape system messages, Control Center
has been designed to rely on the CP TAPE nnnn ATTACHED message which is
generated when the system operator attaches the tape drive to the database virtual
machine.

Note: This places a requirement on the tape operator to attach the tape drive to
the database only after the tape has been inserted into the tape drive and
readied for use. This will be required for every tape mounted, even multiple
tape volumes defined for a single archive activity. Control Center will
automatically detach the tape drive between each mount when the
End-Of-Volume is reached.

Tape Management Products

Control Center currently supports:

1. DYNAM/T
2. VMTAPE
3. EPIC

For systems with VMTAPE, or other tape management products, the
SOMOUNT EXEC can need to be modified to issue the appropriate MOUNT
command syntax for that product. See the [DR2 Serner for VM Control C ented]

Pragram Directory).

Scratch Tape Pools

Scratch tape pools are supported when VMTAPE is used. This option allows
separate tape pools to be defined for each database. When the scratch tape option
is used, the tapes will be allocated from the scratch tape pool defined for the
database.

Authorization

Users are authorized to access the product as either a Control Center
Administrator, a Database Administrator, a Database Operator, or a Database User.
The Control Center Administrator has the highest level of authority, which enables
a user to perform any function available within a specific Control Center machine,
including all DBA functions for all databases controlled by that machine. The
Database Administrator can perform any Control Center function against one or
more specified databases. The Database Operator can perform a subset of functions
(such as archiving and database startup) for one or more specified databases. The
Database User can only execute display functions for a specified database through
the corresponding service machine, and perform the DATA only options of the
Table Reorganization and Redefinition tool.

There is an additional level of authorization, that of database. This is for internal
usage to allow communications between the database and the service machine.

The scheme below indicates the scope of authority for each level.

* Five Authority Levels
5 = Control Center Administrator
4 = Database Machine
3 = Database Administrator
2 = Database Operator
1 = Database User
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Authorization Level Definition

The five levels of authorization are discussed in more detail here.

1.

Administrators

The Control Center Administrator is responsible for the operational aspects of
the service machine (there can be more than one administrator). An
Administrator is allowed to perform any function that is available within
Control Center, including all DBA functions for all databases under a service
machine’s control.

Each Administrator user ID which is known by the service machine will receive
many files and messages during Control Center operation. Many of these have
to do with database activities and others with Control Center operation itself.
Administrators are the main players in the setup of the Control Center system.

At installation time one owner ID (discussed earlier in this section) will become
the default administrator. Through the Control Center panel interface, this ID
can also promote other users to be administrator. This user will also receive the
SQLMSTR CONSOLE files that are closed and transferred from the service
machine each day at midnight.

Database and Support Machines

The database is assigned a level of authorization during the initialization
process. This is needed to allow for communications between the database and
the Service machine. This authorization is internal and transparent to the users
of the product. It is noted here only for completeness’ sake.

Database Administrators

A Control Center Database Administrator is responsible for all operational
aspects of a specific database. The DBA is allowed to perform all available
operational functions within Control Center for that specific database. Every
time a database is identified to the Service machine, specific information about
the database must be given to it. One step in this identification process is to
specify the user IDs which will be regarded as Control Center Database
Administrators for that database. One user could be a Control Center DBA of
many databases, but this must explicitly be told to the system in the
identification step for every database which is new for a given Service machine.
The Control Center Administrator will automatically acquire Control Center
DBA authority over all databases controlled by a given Service machine. There
can be more than one ID identified as a Control Center database administrator.

Database Operators

Control Center Database Operators will typically have the authority to execute
a subset of the commands available to the Database Administrator. For
example, an operator may be able to initiate database archives and start the
database, but may not be authorized to add dbextents.

Database Users
Control Center Database Users have the lowest level of authorization. They are
only allowed to issue SHOW commands against a database, but they are not

allowed to change anything in the database configuration or to perform
hazardous actions against any database.

Notes:

1.

The authorities within Control Center should not be confused with database
authorities. These authorizations are for issuing valid Control Center
commands only, and will not provide the users with any access within the
database. Also, a user with database DBA authority will not automatically
become a Control Center Administrator or Database Administrator. Assigning
these authorization levels is part of the installation process. An Administrator
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or DBA must therefore be given database DBA authority to be able to
successfully exploit all available Control Center functions.

2. The authorization capabilities assigned to each level can be customized by
modifying the SQLMSTR PROFILE file where the various functions Control

2

Center performs are associated with a level. See L
@h for a list of these functions/levels, and see L

” , for a further discussion of this capability.
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The next few chapters are intended for the person installing Control Center and
they describe:

¢ Installation and Migration of the Control Center product overview (W)
* How to set up a database machine to work with Control Center (@)
* How to install Control Center service (m)

Information presented in this section assumes that you have read m

Introduction” on page 1, and the

M, and are familiar with CMS commands, EXECs, and Virtual Machine
(VM) operation. Additionally, you should read this chapter prior to performing any
of the installation processes.

The DB2 Seruer for VM Cantrol Center Program Director contains the following

installation and migration information:

¢ How to install a new Control Center Service Machine
* How to install a new Control Center Support Machine
* How to migrate from an earlier version of Control Center or SQL Master

Installation

The installation of the Control Center product is separated into three distinct
procedures.

1. Installation of the Control Center Service Machine (required)

Either,

e Full Installation, which includes defining a Control Center service machine,
defining and formatting a Control Center code disk, installing code from the
distribution tape to the code disk, and configuring the Control Center control

files. In this configuration the Control Center service machine owns the code
disk.

OR

e Shared Installation, which includes defining a Control Center service machine
with a read-only link to a previously installed Control Center code disk, and
configuration of the Control Center control files.

Refer to the [DB2 Server for VM Cantral Center Program Directary.

2. Installation of a Control Center Support Machine (optional, although one or
more support machines is a good idea)

Includes defining a Control Center support machine that links in READ mode
to the same code disk as the managing service machine, configuring the
Control Center control files, and establishing proper machine authorities.

Refer to the [DB2 Server fmf VM Control Center Program Diw’rfnr}]
3. Setting Up a DB2 Server for VM Database with Control Center (required)

Includes redefining an existing database machine to link in READ mode to the
same code disk as the managing service machine, configuring the Control
Center database control files, and establishing proper machine authorities.

Refer to m, beginning on page Bd.

New installations must, at a minimum, complete the following:
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a. Install a Control Center service machine (full installation), and
b. Set up a database to work with Control Center.

Once a Control Center service machine has been successfully installed you can
at any time:

* Repeat the steps described in @ to set up additional databases to
work with the installed service machine.

e Perform the steps described in the IDB2_Server fnv VM Coantrol Center Pvngw:w‘
to add a Control Center support machine to your installation
configuration. Multiple Control Center support machines can be installed.

Migration

Migration is the process used to move from an earlier version of Control Center or
SQL Master to a newer version.

Refer to the DB2 Server fmf VM Control Center Prngrnm Directord for detailed
migration instructions.

Optional Steps

Depending on the needs of your installation, there are several ways of configuring
the Control Center environment. The following is a brief description of some
optional steps which can be taken during the installation process.

Multiple Databases

A single Control Center service machine can manage up to 26 database servers.
The only restriction is that each database machine must be on the same CPU as the
Control Center service machine.

The steps for setting up a database machine to work with Control Center are
discussed in ﬁ@f’begmnmg on page Bd.

Control Center Support Machine

Database Administration tools are database applications which require a dedicated
virtual machine during processing. These tools should not be scheduled (using the
Control Center Job Scheduling tool) to execute on a Control Center service
machine, since all automated operation functions with all databases managed by
the service machine will be disabled during tool execution.

If you plan on scheduling Database Administration tools, you should install one or
more Control Center support machines where these tools can execute, allowing the
Control Center service machine to continue performing other tasks. Installing
multiple support machines allows you to run tools against different databases
concurrently. Job scheduling is managed by the controlling Control Center service
machine.

The steps for installing a Control Center support machine are discussed in the

kprwmffmf VM Cantrol Center Pvngrﬂm T)irpr*fnr?j}.
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Corrective Service Planning

This program release will be maintained through the use of PTF tapes. An updated
Version/Release replaces the entire program code. A PTF tape can only replace the
changed portion of the program code.

For more information, refer to P’Phnpfpr 5 _Corrective Service” on page 57

Processor Requirements

¢ Control Center is designed to operate on IBM System/370 and IBM System /390
architecture processors which support the IBM Virtual Machine operating
system.

¢ Installation and maintenance require a magnetic tape unit and a terminal
supported by VM.

* Approximately 30 cylinders of IBM 3380-equivalent direct access storage is
required to store the Control Center code and control files.

Prerequisite Programs

The Control Center program requires an environment provided by:

¢ IBM Virtual Machine/Enterprise Systems Architecture (VM/ESA), Version 2
Release 3

* DB2 Server for VM (5697-F42) Version 7 Release 1

— DB2 Server for VM Version 6 Release 1 (5648-A70) is also a supported
environment.

Control Center does not require a tape management product, but it provides
support for the DYNAM/T, VMTAPE and EPIC products, if they are used on the
target system. Control Center also supports environments without any tape
management products, sending tape mount request messages directly to a defined
tape operator user ID. Control Center can also be adapted to other tape
management products with customization.

Control Center Virtual Machine Requirements

To install the Control Center product, you need these virtual machines:

1. The VM MAINT machine. Used for installation of Control Center from the
distribution tape. This machine or its equivalent already exists in all VM
systems.

2. A database machine. One or more database machines (application servers) is
required. Machine identifier (user ID) SQLMACH is used in this manual to
refer to a database machine. You should use the identifier of a database
machine in your environment.

3. A Control Center service machine. A virtual machine operated in disconnect
mode that runs the Control Center code. The service machine can be defined as
owning a Control Center code disk or sharing (links and accesses) an existing
code disk on the same CPU. In this section, machine ID MSTRSRVO refers to a
service machine that owns a code disk, MSTRSRVS refers to a service machine
that shares a code disk, and MSTRSRYV is a generic reference to both types of
service machines. You can define a Control Center service machine with any
valid machine identifier (user ID). A single service machine can manage one or
more database servers on the same CPU. There can be more than one service
machine per CPU.
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4. A Control Center support machine (optional). A virtual machine operated in
disconnect mode and managed by a Control Center service machine. It is
referred to in this manual as the MSTRSUP machine, but you can define it with
any valid machine identifier. Support machines are dedicated to running
scheduled Database Administration tools (database applications) allowing the
managing service machine and user machine to continue performing other
tasks. A support machine is required if you wish to schedule dbspace or table
reorganizations. Reorganizations must not be scheduled to be executed on the
Control Center service machine.

Multiple Control Center support machines can be installed on a single CPU
and managed by a single Control Center service machine.

A Control Center support machine links and accesses the same code disk as its
managing service machine.

5. A Control Center owner machine. A virtual machine designated as the owner
of a Control Center service machine or support machine. (Own in this context
describes a logical association between two virtual machines.) It is referred to in
this manual as the MSTROWN machine, but you can define it with any valid
machine identifier.

Notes:

a. The requirements for an owner machine are the same regardless of whether
it is designated as the owner of a service machine or support machine.
Therefore, a single machine identifier (MSTROWN) is used when referring
to an owner machine.

b. A single MSTROWN machine can be the owner of any number and
combination of service machines and support machines.

€. An owner machine can also be a Control Center user machine.

d. References to the owner of the service machine also apply to the owner of
the support machine unless specifically stated otherwise.

6. A Control Center user machine. Any virtual machine that has been defined to
access the Control Center product. There can be many user machines.

To complete Control Center for VM installation, these machines must meet certain
virtual storage and minidisk requirements. These requirements are discussed in the
following sections.

VM MAINT Machine

The MAINT machine is referred to throughout this section, but you can use
another machine with equivalent authority and disk access.

Virtual Storage Requirements
The Control Center product does not have any special virtual storage requirements
for the MAINT machine.

Minidisk Requirements

The Control Center product does not have any special minidisk storage
requirements for the MAINT machine. Control Center code is loaded from tape
directly to the Control Center code disk.

Database Machine (SQLMACH)

The VM directory entries for a database machine will require updating to identify
the managing Control Center service machine as the secondary (alternate) console
machine on the CONSOLE statement. You will be instructed to redefine the
SQLMACH machine during database setup.
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Virtual Storage Requirements
The Control Center product does not have any special virtual storage requirements

for the SQLMACH machine.

Minidisk Requirements
Several small files will be created on the database machine’s 191 minidisk (A-disk)
during normal operations under Control Center. The 191 minidisk may therefore
need to be increased slightly from the requirements specified within the

1] jod manual.

Control Center Service Machine (MSTRSRYV)

A Control Center service machine must be defined to install and run the Control
Center product. It will contain a collection of data structures and operating
software that allows it to manage and communicate with database servers and
Control Center support machines. MSTRSRV operates in a continuous disconnected
server mode, reacting to external interrupts in the form of VM messages and
reader files, and acting on scheduled interrupts to execute planned activities. You
will be instructed to define the MSTRSRV machine during installation.

Virtual Storage Requirements
The virtual storage required by the Control Center service machine varies

depending on the number of databases being managed. The minimum machine
size for a single database is 6-megabytes, and 8-megabytes for a multiple database
environment.

Minidisk Requirements

Two minidisks are required for the MSTRSRV virtual machine:
* Control Center system minidisk.

* Control Center code minidisk.

Control Center System Minidisk: An A-disk (191 minidisk) which will contain
control files, parameter files, output files, all database-related files, and other files
customized for the local environment.

The size of the 191 minidisk will vary depending on the number of databases, the
number of backup copies of modified files that MSTRSRYV is instructed to keep,
and the number and frequency of Database Monitoring tools that are scheduled. A
typical installation will require approximately 10 cylinders of IBM 3380-equivalent
DASD, which can later be adjusted as required for your environment.

Control Center Code Minidisk: The MSTRSRYV virtual machine requires read
access to a Control Center code disk. The code disk can either be owned by the
service machine being installed or by another service machine on the same CPU.
That is, a single Control Center code disk can be shared among multiple Control
Center service machines (and support machines) on the same CPU.

In addition to Control Center code modules, files SQLMSTR DIRECTRY and
DBINIT CONTROL are kept on the code disk and are maintained by the service
machine owning the disk. These files define key characteristics of the Control
Center and database environment, including what service machines manage what
databases, and are required for proper Control Center operation. All machines
which link to the code disk use these files and therefore, will be a part of the same
environment.
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A Control Center code disk (195 minidisk) will require approximately 20 cylinders
of IBM 3380-equivalent DASD to contain all Control Center code. 2

Control Center Support Machine (MSTRSUP)

A Control Center support machine is dedicated to running Database
Administration tools (database applications) scheduled by a managing service
machine. It is defined similar to a service machine except it always shares (links
and accesses) the existing Control Center code disk used by the managing service
machine. You will be instructed to define the MSTRSUP machine during
installation.

Virtual Storage Requirements

The virtual storage required by the Control Center support machine is somewhat
larger than that of the service machine. Depending on the type of activity and size
of dbspace and table reorganizations, a 6 to 8-megabyte machine size should be
used.

Minidisk Requirements

The size of the A-disk (191 minidisk) for the support machine will vary greatly
depending on the type and number of activities scheduled to execute on the
machine and the options chosen when tools are scheduled. See the

WA Control Center Program Director for a further discussion of these requirements.
Control Center Owner Machine (MSTROWN)

At least one Control Center owner machine is required in the Control Center
environment. The owner machine automatically has Control Center administrator
authority and will receive CONSOLE files that are closed and transferred from the
service machine each day at midnight. The owner of a Control Center service
machine is identified in file SQLMSTR PROFILE on the service machine’s 191
A-disk. The owner machine can also be a user machine. No changes to the VM
directory are necessary for the MSTROWN machine.

Virtual Storage Requirements
The owner machine should have a minimum of 4 megabytes.

Minidisk Requirements
The owner machine must have an A-disk (191 minidisk) with approximately three
cylinders of IBM 3380-equivalent DASD.

Control Center User Machine (MSTRUSR)

Any virtual machine that has been defined to access the Control Center product is
referred to as an MSTRUSR machine. User machines must link and access the
Control Center code disk to use the product. No changes to the VM directory are
necessary for MSTRUSR machines.

Virtual Storage Requirements

The user machine should have a minimum of 4 megabytes. Depending on the type
of activity and size of dbspace and table reorganizations, a 6-megabyte machine
may be needed.

Minidisk Requirements
The user machine must have an A-disk (191 minidisk) with approximately three
cylinders of IBM 3380-equivalent DASD.

2. You can use any valid virtual device number (cuu) for linking the code disk.
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This chapter describes how to set up a database to be managed by a Control
Center service machine.

Prior to performing the database setup process detailed in this chapter you should
have:

¢ Installed and generated a database and

* Installed a Control Center service machine. Refer to the DB2 Serzer for VM
|Cantral Center Prngrnm T)irpr‘fnrj/l‘

Database Setup Considerations

Prior to setting up a database to be managed by a Control Center service machine,
you will need to make some decisions about the operation of the database. Control
Center allows you to manage the operational functions of databases in different
ways, adapting to the needs of each specific database. Decisions such as logmode;
what type of archiving will be used (database or User); whether archives will use
predefined tapes, scratch tapes, or disk files; and how often archives will be taken,
need to be made prior to establishing a database under Control Center.

Naming Convention

Another important consideration for a database is the naming convention chosen
for the database machine name and the database dbname. For ease of use and to
eliminate confusion, the database machine name should be identical to the
dbname. The System Administration tools rely on an IUCV communication
between the Control Center service machine and the database machine. Most
references within this manual and the Control Center interface for these tools will
therefore use the term database to refer to the database machine name. Only Database
Administration tools, which interface with the database as database applications,
utilize the database dbname instead of the database machine name.

Control Center provides the capability to assign a database machine nickname in
file SQLMSTR DIRECTRY. Therefore, if a database machine name differs from the
dbname, it can be assigned a nickname equal to the dbname. This will allow users
to enter either the database machine name or nickname (dbname) when using the
Control Center panel interface. Control Center will automatically convert the
nickname to the machine name prior to executing the requested tool.

Checklist for Setting up a Database to Work with Control Center

Notes:

* Perform the steps in order.

* Optional steps are preceded by a circle (O).
e Page references appear in parentheses.

Preliminary Setup
1. Log On to the VM MAINT Machine (Bg)
2. Redefine the Database Machine (SQLMACH) ()
3. Update the VM Directory ()
4. Add SQLMACH Machine to Autolog List (4d)
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5. Log Off the MAINT Machine (&d)
Control Files Setup
6. Log On to the MSTROWN Machine (&1)
7. Link and Access the Control Center Code Disk (&)
8. Start Control Center Session (@)
9. Define Database Parameters File (E)
10. Define Database TAPES File (E)
11. O Define Database ARISPOOL File (id)
12. End Control Center Session (E)
13. Migrate SQLMSTR DIRECTRY and DBINIT CONTROL Files (@)
14. O SQLMSTR DIRECTRY Customization (Ed)
15. Log Off the MSTROWN Machine (51)
Database Machine Setup
16. Log On to the Database Machine (SQLMACH) (EJ)
17. Link and Access the Control Center Code Disk (E)
18. Copy and Update DBPROF EXEC (E1)
19. Run DBSTART EXEC E3)
Setup Verification
20. O Log On to the MSTROWN Machine (E)
21. O Verify Messages Received &)
22. O Link and Access the Control Center Code Disk (E)
23. O Review the Database Startup File (E)

Preliminary Setup

Steps 1 through 5 prepare your database machine for interfacing with the Control
Center product. Bigure 6 on page 37 summarizes what you will accomplish.
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CTRLCTR
Code Disk |
195 (D)
VM 3 :
MDISK DIRECTORY e LINK -
LINK . :
CTRLCTR DB2 Owner
Service §C F Database Machine
Machine Machine
MSTRSRVO SQLMACH MSTROWN
MDISK MDISK
System Disk Work Disk
191 (A) 191 (A)

Figure 6. Database Machine in a Control Center Environment. Database machine SQLMACH

has been added to the environment shown in Eigure 7 on page 38 using the database
setup process. Service machine MSTRSRVO manages SQLMACH and is the owner of the
Control Center code disk. A shared service machine (MSTRSRVS) could have been used
instead of MSTRSRVO; it would link to the same code disk as SQLMACH. Communications
between SQLMACH and MSTRSRVO is through the SCIF interface.
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CTRLCTR [ """ " "
Code Disk
195 (D)
LINK
CTRLCTR
Service Machine
Machine
MSTRSRVO MSTROWN
MDISK MDISK
System Disk Work Disk
191 (A) 191 (A)

Figure 7. Virtual Machines and Minidisks in a Control Center Service Machine Full
Installation. MSTRSRVO [ is the owner of the Control Center code disk [d. MSTROWN
A links to the code disk in READ mode and is defined as the logical owner of MSTRSRVO.

Setup Step 1: Log On to the VM MAINT Machine

To begin the database machine setup, log on to the MAINT virtual machine.

Setup Step 2: Redefine the Database Machine (SQLMACH)

Change the VM directory entries for the database machine to activate the
Secondary Console Interface Facility (SCIF) and to link the Control Center code
disk. Refer to the appropriate Virtual Machine Operation manuals for a complete
description of these statements.
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USER SQLMACH XXXXXXXX 4M 6M G
ACCOUNT nnnnnnnn

OPTION ACCT ECMODE MAXCON 256
[UCV ALLOW
IPL CMS
1 > CONSOLE 009 3215 T MSTRSRVO
SPOOL 00C 2540 READER *
SPOOL 00D 2540 PUNCH A
SPOOL 00E 1403 A
LINK MAINT 190 190 RR
LINK MAINT 19D 19D RR
LINK MAINT 19E 19E RR
LINK MSTRSVO 195 547 RR

2 > MDISK 191 3380 cylr 020 volser MR

* DB2 Server for VM 6.1

MDISK 193 3380 cylr 043 volser MR
MDISK 195 3380 cylr 015 volser MR
* DIRECTORY

MDISK 200 3380 cylr 075 volser MR
*LOGS

MDISK 201 3380 cylr 075 volser MR
MDISK 220 3380 cylr 075 volser MR
* CATALOG’S

MDISK 202 3380 cylr 075 volser MR
* USER DBEXTENTS

MDISK 203 3380 cylr 100 volser MR
MDISK 204 3380 cylr 200 volser MR

Figure 8. Example VM Directory Control Statements for a Database Machine

Statement 1: CONSOLE 009 3215 T MSTRSRVO
Defines the managing Control Center service machine as being the
secondary console of the database machine. This is done by including
T MSTRSRVO in the CONSOLE statement as shown.

Note: The managing service machine can either be the owner of the code
disk or a service machine that shares a code disk.

Statement 2: LINK MSTRSRVO 195 547 RR
This statement links in READ mode to the same code disk linked to by the
managing service machine. Depending on your environment, the code disk
can be owned by a machine other than the managing service machine; (the
managing service machine is sharing a code disk).

Instead of including the above statement in the VM directory, you may,
during a later step, add a LINK statement to the PROFILE EXEC of the
SQLMACH machine.

Note: SOLMACH must be authorized to access the Control Center code
disk in READ mode.
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— Important:

1. The IPL CMS statement should not include PARM AUTOCR.
PARM AUTOCR causes an extra console interrupt to occur on the
database machine when it is autologged. This results in problems with
startup communications between the database machine and the Control
Center service machine.

2. SYSPROF EXEC should be checked to avoid additional console interrupts
from being stacked during database startup. If the SYSPROF EXEC causes

a problem, the IPL statement in the database machine directory can be
modified to IPL CMS PARM NOSPROE

3. If minidisk passwords are used, please read Appendix C_Password

for more information.

Setup Step 3: Update the VM Directory

After you have made the VM directory statement changes for the database
machine, update the VM directory using your local operating procedures.

Setup Step 4: Add SQLMACH Machine to Autolog List

Under normal operations the SQLMACH machine should be autologged each time
the CPU is IPLed. The SQLMACH machine should therefore be included in the list
of virtual machines that are autologged each time the CPU is IPLed.

For proper startup of each database when the CPU is IPLed, the database machine
must be autologged after the managing Control Center service machine.

— Important:

1. The Control Center service machine must be autologged prior to the
database machine for SCIF communication to be properly established.
Additionally, portions of the database startup process require that the
Control Center service machine be fully operational.

2. If problems occur with the database machine startup when the CPU is
IPLed, then a CP SLEEP 1 MIN statement should be added near the
beginning of the database machine’s PROFILE EXEC. This will delay the
startup of the database machine for 1 minute, giving the Control Center
service machine a chance to become fully operational.

Setup Step 5: Log Off the MAINT Machine

Preliminary setup is now complete. Log off the MAINT machine.

Control Files Setup

Steps 6 through 15 generate the database control files listed below. These files are
kept on the managing service machine’s 191 A-disk.

* Database parameters file (SQLMACH PARMS)
* Database TAPES file (SQLMACH TAPES)
 Database storage pool specification file (SQLMACH ARISPOOL) (optional)
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Additionally, Control Center control files SQLMSTR DIRECTRY and
DBINIT CONTROL are updated with entries for the new database. These files are
kept on the service machine’s 195 code disk.

Important:
If the managing service machine is using a shared code disk, additional steps
are required to migrate the updated Control Center control files to the code
disk.

The Control Center service machine must be operational to complete steps 8

through 12 and for the verification process. Refer to [DB2 Server for VM Control
Center Program Directory).

Setup Step 6: Log On to the MSTROWN Machine

Log on to the MSTROWN machine or any machine that has Control Center
Administrator authority on the service machine specified on the CONSOLE
statement in Setup Step 2 (the managing Control Center service machine).

Setup Step 7: Link and Access the Control Center Code Disk

Link and access the Control Center code disk in READ mode with an available
virtual device address (CUU) and access mode (for example, 195 D).

Notes:
1. Depending on your environment, the code disk may already be linked and
accessed.

2. Depending on your environment, the code disk may be owned by a machine
other than the managing service machine; (the managing service machine is
sharing a code disk).

Setup Step 8: Start Control Center Session

To establish communications with MSTRSRV and to start Control Center in panel
mode, enter these commands at the CMS command prompt:

SQM (MSTRSRV

SQM

Replace MSTRSRV with the machine ID of your service machine.

The Control Center Main Menu should now be disglaﬁed. Select Option N (New

Database Setup) to display the panel shown in . Enter the database
machine name in field [[J.
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/,mm/dd/yyyy CONTROL CENTER hh:mm:ss
K e New Database Setup =----==-==--=-cmmmmmmmmmmmo o *
Command ==> CTRLID: MSTRSRV

Database => [ NODE: VMSYSTM

This function allows the creation of Control Center files required to
manage a new database (PARMS, TAPES, ARISPOOL). The PARMS file

will contain parameters associated with database operations

including startup, utility/tape and archiving parameters. The

TAPES file will contain information about tapes or disks required

to archive and recover the database. The ARISPOOL file defines

VM Dataspace usage.

In addition to this setup process, the DBPROF EXEC Tocated on the
CTRLCTR 191 (A) disk must be copied to the database 191 (A) disk and
renamed to PROFILE EXEC. Without this PROFILE EXEC, the data base
will not communicate properly with CTRLCTR. The database VM
directory must also direct secondary console output to the CTRLCTR
machine as defined in the database setup documentation.

Select PF4 to create PARMS file, PF5 for TAPES file, PF6 for VMDSS file.

R SQMDBSET----- *
\PF: 1 Help 3 End 4 PARMS file 5 TAPES file 6 ARISPOOL file

Figure 9. New Database Setup Panel

Setup Step 9: Define Database Parameters File

Press PF4 (PARMS file) to create the database parameters file. Refer to [LAba he
Z for a complete description of the Database

Parameters tool.

About the Database Parameters File

Control Center maintains a set of database startup and control parameters for each
database machine it manages. Parameters for each database managed by the
service machine are saved in separate files named database PARMS, where database
is the database machine ID, and are kept on the Control Center service machine’s
191 A-disk. Database parameters are separated into the following general groups:

Authorization/Notification parameters
Utility parameters

Tape parameters

Archiving/Tracing parameters
Database startup parameters

ook wh -

Data Restore parameters

Complete information about the database parameters file, including the Data
Restore enablement, can be found in & ile”
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Setup Step 10: Define Database TAPES File

Terminology Used in this Section:

1. The term output media refers to both tape (cartridge or reel-to-reel) and disk (CMS file)
unless explicitly stated otherwise, as in "tape output medium”.

2. The use of the term tapes when referencing the "tapes file” is not meant to exclude disk
output medium.

3. The use of the term tapes in the Control Center panel interface is not meant, in most
cases, to exclude disk output medium.

Press PF5 (TAPES file) to create the database TAPES file. Refer to 'Chapter 11 Tapd

Management Taol” an page 129 for a complete description of the Tape

Management tool.

About the Database TAPES File

A separate database TAPES file is maintained by Control Center for each database
machine it manages. Tapes files are named database TAPES, where database is the
database machine ID, and are kept on the Control Center service machine’s 191
A-disk.

Control Center uses the database TAPES file to maintain a list of output media
assigned for usage during database archive, log archive, and trace activities. It
must be defined prior to starting the database under Control Center control. When
the database is started, FILEDEF and LABELDEF commands will be issued for the
output media identified in this file. Control Center references and updates this file
as necessary during archive, log archive, and trace activities.

It is the responsibility of the database administrator to assure that the TAPES file is
created correctly, with valid tape volids and with series numbers that match those
identified in the database parameters file. The SERIES parameters in the
parameters file indicate which group of tapes within the TAPES file will be used
for the next archive. After initially setting these parameters, Control Center will
maintain the values automatically when archives are performed.

A full database archive will use as many archive tapes as it needs that have the
same series number. Each subsequent log archive after a full archive will use tapes
within the same series as the previous full archive. Even though tapes may be
available elsewhere within the TAPES file, Control Center will not use them unless
they have the same series number as that specified within the database parameters
file.

Important:
Output media with the same series number are considered by Control Center
to belong together as a single logical group.

An important consideration when creating this file is determining how many series
of tapes should be included. At least three series should be created, although
Control Center will operate with fewer. It should be remembered that if an archive
fails, you would want to have at least one previous successful archive to fall back
on.
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Each tape included in the TAPES file should be labelled and assigned to the
database machine which will be using it. This must be done by using whatever
tape management system is installed on your system.

Scratch Tape Acquisition
If the DYNAM/T or VMTAPE product is used at your site, the SCRATCH TAPE

ACQUISITION (S) option of the Tape Management tool can be used to add tapes
to this file. This function will request that a scratch tape be mounted, and will
acquire ownership of the tape for the indicated retention period and place it in the
database TAPES file.

Usage Consideration: If you have DYNAM/T installed and use DYNOPEN as
your tape method, the SCRATCH TAPE ACQUISITION tool
cannot be used. Only DYNMOUNT supports the use of
scratch tape acquisition. Check the SQLMSTR Control file to
determine if DYNOPEN has been selected as the tape
method for DYNAM/T, if this is the case, scratch tape
acquisition will fail.

Important:
Check your tape facility to ensure that the RETENTION period parameter is
implemented correctly.

If you are running under logmode Y or A, therefore doing only full database
archives, you will only need to include ARCHIVE tapes within the TAPES file. You
must assure that enough tapes are listed for each series to perform a complete
database archive. You should also have at least one extra tape available in each
series to allow for database growth. When a database starts up, every ARCHIVE
tape in the specified series will be LABELDEFed for a multivolume archive. If
enough tapes are not available to complete the archive, the results will be
unpredictable (dependent upon the tape management system being used).

If you are running under logmode L, performing log archiving, then you will need
to include LOG tapes within the TAPES file. These tapes will be used to dump the
database log file when it becomes full.

— Important:
Control Center expects that the entire log file will fit on a single LOG tape.
This will enable log archives to be taken while the database remains up. If the
log file is larger than what will fit on a single tape, then Control Center will
not operate properly. This implementation is due to a restriction in CMS and
database which prevents the LABELDEF command from being reissued while
the database is running.

If you are doing tracing within the database, then you will need to include TRACE
tapes within the TAPES file.

For a complete description of the TAPES file format, refer to ‘Database TAPES Fild

Archives to Tape Examples
The following is an example database TAPES file for archiving to tape. It specifies
that Control Center will rotate three sets of archive tapes (series 100, 200, 300). It
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also indicates that logmode L (log archiving) will be used. Each series has three
ARCHIVE tapes, allowing for a database size that will fit entirely on three tapes.
Each series also has two LOG tapes. This essentially allows for only one log
archive between full database archives, since the first step of a full database
archive under logmode L will be to perform a Log Archive.

You must have one LOG tape more than you expect to need between full database
archives. Control Center will request a scratch tape to be mounted when no tapes
are available for a given series in the database TAPES file. This cannot perform
properly if VMTAPE or DYNAM/T is not being used. In an effort to prevent
running out of tapes, Control Center will warn the DBA(s) whenever the last tape
in a series is mounted.

VOLID/

SERIES TYPE DATE  TIME STATUS ~ FILENAME FILETYPE FM CUU (I
100 ARCHIVE 00000 00:00:00 UNUSED  VOL100
100 ARCHIVE 00000 00:00:00 UNUSED  VOL101
100 ARCHIVE 00000 00:00:00 UNUSED  VOL102
100 LOG 00000 00:00:00 UNUSED  VOL110
100 LOG 00000 00:00:00 UNUSED  VOLI111
200 ARCHIVE 00000 00:00:00 UNUSED  VOL200
200 ARCHIVE 00000 00:00:00 UNUSED  VOL201
200 ARCHIVE 00000 00:00:00 UNUSED  VOL202
200 LOG 00000 00:00:00 UNUSED  VOL210
200 LOG 00000 00:00:00 UNUSED  VOL211
300 ARCHIVE 00000 00:00:00 UNUSED  VOL300
300 ARCHIVE 00000 00:00:00 UNUSED  VOL301
300 ARCHIVE 00000 00:00:00 UNUSED  VOL302
300 LOG 00000 00:00:00 UNUSED  VOL310
300 LOG 00000 00:00:00 UNUSED  VOL311

Figure 10. Example TAPES File for Archiving to Tape

The matching entries in the database parameters file for the initial database setup
would be:

Archive-media => TAPE
Archive-blksize => 28672
Archive-series => 100
Logarch-media => TAPE
Logarch-blksize => 28672
Logarch-series => 300

Figure 11. Matching Database Parameters for Archiving to Tape

The following is an example database TAPES file for archiving to tape using
Incremental Backup. Series 100 consists of a set of dual backup entries for primary
backup and secondary backup and three sets of dual Incremental Backup. Each
tape belonging to an Incremental Backup within series 100 is grouped together by
the subseries prefix. If the database is using logmode L (log archiving), then a log
archive would have been performed before each BACKUP and Incremental
Backup.
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100 ARCHIVE 98032 16:37:21 FILLED QU1371
100 ARCHIVE 98032 16:46:58 FILLED QU1372
100 BACKUPZ 98032 16:37:21 FILLED QU1373
100 BACKUPZ 98032 16:41:08 FILLED QU1374

2| 100 O1INCBK 98033 17:50:01 FILLED QU1375
100 O1INCBK2 98033 17:50:02 FILLED QU1376
H 100 O02INCBK 98034 17:30:01 FILLED QU1377

100 02INCBK 00000 00:00:00 UNUSED QU1378
100 02INCBK2 98034 17:30:02 FILLED QU1379
100 02INCBK2 00000 00:00:00 UNUSED QU1380
A 100 O3INCBK 98035 17:50:10 FILLED QU1381
100 O3INCBK 98035 17:50:15 FILLED QU1381
100 03INCBK 00000 00:00:00 UNUSED QU1382
100 03INCBK2 98035 17:50:11 FILLED QU1383
100 03INCBK2 98035 17:50:17 FILLED QU1384
100 03INCBK2 00000 00:00:00 UNUSED QU1385
a 200 ARCHIVE 98036 16:37:21 FILLED QU1386
200 ARCHIVE 98036 16:46:58 FILLED QU1387
200 BACKUP2 98036 16:37:21 FILLED QU1388
200 BACKUP2 98036 16:41:08 FILLED QU1389
6| 200 O1INCBK 98037 17:50:01 FILLED QU1375
200 OLINCBK2 98037 17:50:02 FILLED QU1376
200 02INCBK 98038 17:30:01 FILLED QU1377
200 02INCBK 00000 00:00:00 UNUSED QU1378
200 02INCBK2 98038 17:30:02 FILLED QU1379
200 02INCBK2 00000 00:00:00 UNUSED QU1380
200 03INCBK 98039 17:50:10 FILLED QU1381
200 O3INCBK 98039 17:50:15 FILLED QU1381
200 03INCBK 00000 00:00:00 UNUSED QU1382
200 03INCBK2 98039 17:50:11 FILLED QU1383
200 03INCBK2 98039 17:50:17 FILLED QU1384
200 03INCBK2 00000 00:00:00 UNUSED QU1385

Figure 12. Example TAPES File using Incremental Backup

— On Sunday a dual Full Backup was performed using series 100.

H — On Monday, an Incremental Backup was performed using the tapes in
series 100 and subseries 01 (01INCBK).

k] — On Tuesday, an Incremental Backup was performed using subseries 02
Y p p g
(02INCBK).

Il — On Wednesday, two tapes were used for both the primary and secondary
Incremental Backup using subseries 03 (03INCBK and 03INCBK2).

H — On Thursday, a new Full Backup was executed using series 200.

ﬂ — On Friday, a new set of Incremental Backup.s are executed in series 200
starting with subseries 01 (01INCBK).

Archives To Disk Example

The following is an example database TAPES file for archiving to disk. It specifies
that Control Center will rotate three sets of archive files (series 100, 200, 300). It
also indicates that logmode L (log archiving) will be used. Each series has one
ARCHIVE file, since the entire database must fit on a single FILEDEFed minidisk.
Each series also has two LOG files. This essentially allows for only one log archive
between full database archives, since the first step of a full database archive under
logmode L will be to perform a log archive.
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Important:
There are several restrictions and special precautions that apply when
archiving to disk rather than tapes. These are discussed in detail in

Mmmg_m_nlsk_m_pagelﬂj" .

VOLID/

SERIES TYPE DATE TIME STATUS  FILENAME FILETYPE FM CUU CI
100 ARCHIVE 00000 00:00:00 UNUSED  ARCHFN1 ~ ARCHFT1 H 500
100 LOG 00000 00:00:00 UNUSED  LOGFN1 LOGFT1 I 501
100 LOG 00000 00:00:00 UNUSED  LOGFN2 LOGFT2 I 501
200 ARCHIVE 00000 00:00:00 UNUSED  ARCHFN2 ~ ARCHFTZ2 J 502
200 LOG 00000 00:00:00 UNUSED  LOGFN3 LOGFT3 K 503
200 LOG 00000 00:00:00 UNUSED  LOGFN4 LOGFT4 K 503
300 ARCHIVE 00000 00:00:00 UNUSED  ARCHFN3 ~ ARCHFT3 L 504
300 LOG 00000 00:00:00 UNUSED  LOGFN5 LOGFT5 M 505
300 LOG 00000 00:00:00 UNUSED  LOGFN6 LOGFT6 M 505

Figure 13. Example TAPES File for Archiving to Disk

The matching entries in the database parameters file for the initial database setup
would be:

Archive-media => DISK
Archive-blksize => 4096
Archive-series => 100
Logarch-media => DISK
Logarch-blksize => 4096
Logarch-series => 300

Figure 14. Matching Database Parameters for Archiving to Disk

Using Scratch Tapes Example

The following is an example database TAPES file for archiving to scratch tapes.
This option is currently only available for those installations which use the
VMTAPE or DYNAM/T product.

This setup is designed to allow you to stack multiple scratch tapes in a cartridge
tape hopper for use by Control Center at night without operator intervention (see

i ). Since Control Center will not be requesting a
specific volid for each tape mount, this option eliminates the need for intervention
to mount the correct tape.

For Control Center to handle this option properly, the database parameter
Scratch-tape-option (in the database parameters file) must be assigned the value Y,
and the database TAPES file must be set up in a special way, with dummy
placeholder entries for each tape type in each series. Control Center will request
scratch tapes for each mount and will add them into the TAPES file automatically,
for a possible future recovery. When Control Center rotates through the different
series within the TAPES file, any previously added tapes will automatically be
removed when the archive begins.

Usage Consideration: Only ARCHIVE tape placeholders are required for this
option, even when using logmode L (log archiving). Control
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Center will automatically request scratch tapes for log
archives when there are no pre-assigned volids available,
even when this special option is not being used.

VOLID/
SERIES TYPE DATE  TIME STATUS ~ FILENAME FILETYPE FM CUU CI
100 ARCHIVE 00000 00:00:00 UNUSED  SCRATCH
200 ARCHIVE 00000 00:00:00 UNUSED  SCRATCH
300 ARCHIVE 00000 00:00:00 UNUSED  SCRATCH

Figure 15. Example TAPES File for Archiving to Scratch Tapes

The matching entries in the database parameters file for the initial database setup
would be:

Scratch-tape-option => Y

Archive-media => TAPE
Archive-blksize => 28672
Archive-series => 100
Logarch-media => TAPE
Logarch-blksize => 28672
Logarch-series => 300

Figure 16. Matching Database Parameters for Archiving to Scratch Tapes

Setup Step 11: Define Database ARISPOOL File
Press PF6 (ARISPOOL file) to create the storage pool specifications file. Refer to

‘About the Database Parameters Tool” on page 183 for a complete description of

the Database Parameters tool used to create the ARISPOOL file.

About the Storage Pool Specification File

The storage pool specifications file allows you to control the database VM Data
Spaces feature at the individual storage pool level. Storage pool specifications for
each database managed by the service machine are saved in separate files named
database ARISPOOL, where database is the database machine ID, and are kept on
the Control Center service machine’s 191 A-disk.

Three VMDSS specifications can be specified for storage pools:

1. Whether data spaces support or the standard database DASD I/O system is to
be used (data space support is the default).

2. The working storage residency priority, for those pools that use data spaces (a
residency priority of 3 is the default).
3. Whether or not striping is used (striping is the default).

These settings can be changed dynamically while the database is running by
issuing specific database operator commands. Dynamic changes, however, do not
change the settings in the database’s storage pool specifications file, the file used at
database startup time.

For more detailed information on using VMDSS, refer to the IDB2 Server for VSE &

WA Performance Tuning Handbooll manual.
Setup Step 12: End Control Center Session

Exit the Control Center panel interface using PF3.
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Setup Step 13: Migrate SQLMSTR DIRECTRY and
DBINIT CONTROL Files

Important:
This step is required only if the managing Control Center service machine
does NOT own the code disk.

Control Center control files SQLMSTR DIRECTRY and DBINIT CONTROL are
automatically updated with entries for the new database. These files are kept on
the Control Center 195 code disk. If the managing service machine owns the code
disk, the updated files are automatically migrated to the code disk. However, if the
service machine is using a shared code disk, Control Center will be unable to
migrate the files and will, instead, return the updated files to your virtual reader.
Additional steps are then required to migrate the updated control files to the code
disk. These steps are outlined below.

Important:
You should always migrate files SQLMSTR DIRECTRY and
DBINIT CONTROL to the code disk after each database setup.

You will need access to a machine that has Control Center Administrator authority
on the service machine that owns the code disk. (The machine having
Administrator authority is referred to as MSTROWNO; the service machine
owning the code disk is referred to as MSTRSRVO.) Depending on your
environment, this machine may be different than the one used in previous steps.

Preliminary Steps:

Complete these steps only if the machine used to perform the database setup

process (MSTROWN) does not have Control Center Administrator authority on the

service machine that owns the code disk.

1. Receive files SQLMSTR DIRECTRY and DBINIT CONTROL from the virtual
reader to the A-disk using the CMS RECEIVE command.

2. Send files SQLMSTR DIRECTRY and DBINIT CONTROL to MSTROWNO
using the CMS SENDFILE command.

3. Erase files SQLMSTR DIRECTRY and DBINIT CONTROL from the A-disk.

4. Log off the MSTROWN machine.

5. Log on to the MSTROWNO machine.

File Migration Steps:

1. Receive files SQLMSTR DIRECTRY and DBINIT CONTROL from the virtual
reader to the A-disk using the CMS RECEIVE command.

2. Send files SQLMSTR DIRECTRY and DBINIT CONTROL to MSTRSRVO using
the CMS SENDFILE command.

MSTRSRVO will automatically receive the files to the code disk after first
making backup copies of the existing files. You should receive these
confirmation messages from MSTRSRVO after the files have been received:
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07:48:23 * MSG FROM MSTRSRVO: SQMRDR: SQLMSTR DIRECTRY D received by MSTRSRVO at VMSYSM1
07:48:23 * MSG FROM MSTRSRVO: SQMRDR: DBINIT  CONTROL D received by MSTRSRVO at VMSYSM1

3. Erase files SQLMSTR DIRECTRY and DBINIT CONTROL from the A-disk.
4. Log off the MSTROWNO machine.

5. Log back on to the MSTROWN machine to complete the Control File Setup
Process.

Setup Step 14: SQLMSTR DIRECTRY Customization

Depending on the naming convention chosen for the database machine name and
database name (dbname) or whether your environment includes database
machines managed by Control Center on remote nodes, it may be necessary to
change the default database machine nickname in file SQLMSTR DIRECTRY. (The
default nickname is equal to the database machine name.)

In brief, the steps for manually updating file SQLMSTR DIRECTRY are:
1. Copy SQLMSTR DIRECTRY from the code disk to the A-disk.
2. Update using XEDIT.

3. Migrate the updated file to the code disk by sending it to the service machine
that owns the code disk. This must be done from a machine which has Control
Center Administrator authority on the service machine that owns the code disk.

Note: See the previous step for an example on how to migrate a file to the
code disk.

SQLMSTR DIRECTRY File Format and Example
Table 4. SQLMSTR DIRECTRY File Format

Field Description

1 Database Machine Name or Database Nickname
2 Database Machine Name or Virtual Machine 1D
3 Control Center service machine Name

4 Control Center service machine Node ID

SQLDBA1 SQLMACH MSTRSRV1 VMSYSM1
SQLDBA2 SQLMACH MSTRSRVZ WMAVM1
CPVEND ~ CPVENDBA SQMSTTS1 WMAVM1
TOTDBA2 TOTDBA  SQLMSTR MANVM2
TOTDBA7 TOTDBA  SQLMSTR WMAVM7
SQMSTDBA CPMICDBA SQLMSTR WMAVM1
TOTTST7 TOTTST  SQLMSTR WMAVM1
ACCTDBA ACCTDBA SQLMSTR WMAVM1
STARDBA STARDBA SQLMSTR WMAVM1

Figure 17. Example SQLMSTR Directry File

The first two entries from the example SQLMSTR DIRECTRY file contain
databases that each have the same machine name but reside on different nodes. In
order to identify each database, we need to specify unique nicknames (SQLDBA1
and SQLDBA?2). The first database exists on VMSYSM1 and communicates through
the MSTRSRV1 machine. The second database exists on WMAVM1 and
communicates through the MSTRSRV2 machine.
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You can have one or many Control Center machines on the same node. You can
have the same Control Center machine name on different nodes, and one Control
Center service machine can support one or more databases.

— Important:
If the same database machine name exists on two different nodes, you must
always use the nickname to direct communication to the correct database. In
the previous example, if a Control Center command was issued to
SQLMACH, the results would be unpredictable. If you had previously been
communicating with the database on WMAVM]1, then Control Center would
direct your new command to the same node. If you were previously
communicating with a third (different) database and directed a command to
SQLMACH, the command cannot be directed to your desired database. The
best policy is to always qualify the database name with the node ID or use
the established unique nickname.

Setup Step 15: Log Off the MSTROWN Machine
Control files setup is now complete. Log off the MSTROWN machine.

Database Machine Setup

The next set of steps set up the database machine to work with a Control Center
service machine.

Setup Step 16: Log On to the Database Machine (SQLMACH)

Log on to the database machine to complete the installation of the new database
under Control Center control.

Setup Step 17: Link and Access the Control Center Code Disk

Access the Control Center code disk used by the managing service machine with
an available disk access mode (D). If you did not include a LINK statement in the

VM directory (Setup Step 2: Redefine the Database Machine (SQIMACH)) you will

first need to link to the code disk with an available CUU (547).

Note: SQLMACH must be authorized to access the Control Center code disk in
READ mode.

Setup Step 18: Copy and Update DBPROF EXEC

Use these commands to make a backup copy of the existing database machine
PROFILE EXEC and to replace it with the DBPROF EXEC from the code disk (547
D).

COPYFILE PROFILE EXEC A PROFILE OEXEC A (REP
COPYFILE DBPROF EXEC D PROFILE EXEC A (REP

The PROFILE EXEC file may need to be modified for any LINK and ACCESS
statements required at your installation.
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— Important:
If you did not include a LINK statement in the VM directory (Setup Step 2]

i i i ) for the Control
Center code disk or use a device address (CUU) other than 547, you will need
to modify the PROFILE EXEC.

A partial listing of the PROFILE EXEC is shown in w

* The ACCESS statement for the Control Center code disk is indicated by an
AP

* If required, a LINK to the Control Center code disk should be inserted
immediately before the ACCESS statement.

/* DBPROF EXEC =*/

/*  5697-F42 (C) COPYRIGHT IBM CORP. 1990, 2000 x/
/*  Licensed material - Program Property of IBM  x/
trace 'o'

address COMMAND

'SET AUTOREAD OFF'

/**% try default access of SQLMSTR 195 disk for directory links x*x/
accopts = Read_globalv('SQLMSTR' 'Disk_access options')
if accopts > ' ' then accopts = '(' || accopts

'SET CMSTYPE HT'
[} address CMS 'ACCESS 547 D' accopts
'SET CMSTYPE RT'

/********************************************/

/* Check to see if a terminal is connected =*/
/********************************************/

termaddr = '
"EXECIO % CP (STRING QUERY USERS' userid()

Figure 18. Partial Listing of the Database Machine PROFILE EXEC (Renamed from DBPROF
EXEC)

Two database disks will be linked by the database machine during normal
operation: the database production disk (usually referred to as the 195 disk) and
the database service disk (usually referred to as the 193 disk). During most
database operations, both of these disks are linked in READ mode. During certain
database single user mode operations (coldlogs, adding dbextents, adding
dbspaces), the 195 disk will be linked in WRITE mode. These disks are linked by
the DBLINK EXEC which is supplied with Control Center and are linked as the
195 (Q filemode) and 193 (V filemode) unless otherwise specified in the database
parameters file. It is the responsibility of the installer to handle any DIRMAINT or
access requirements of the installation environment which will allow the DBLINK
exec to switch between read and write links to these disks. This may require a
modification to the DBLINK EXEC file.

Other Disk Links
If the database machine needs access to other local disks, the PROFILE EXEC

should be modified to add the required LINK and ACCESS statements. When the
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DYNAM/T, EPIC or VMTAPE product is used, a link may be required to provide
the database with access to code required for tape operation. For example, the
DMSTVI module must be accessed when VMTAPE or EPIC is used. The DMSTVI
module is required to support multivolume archive tapes.

Setup Step 19: Run DBSTART EXEC

If all of the previous steps were completed successfully, then the database can be
started using the database startup parameters defined earlier by entering this
command at the CMS command prompt:

DBSTART

The DBSTART process will disconnect the database machine from your console
and will start the database initiation process under control of Control Center.

Setup Verification

The following steps will determine whether the database machine and the
managing service machine can communicate.

Setup Step 20: Log On to the MSTROWN Machine

Log on to the MSTROWN machine or any machine that has Control Center
Administrator authority on the service machine specified on the CONSOLE
statement in Setup Step 2; (the managing Control Center service machine).

Setup Step 21: Verify Messages Received

If, during database startup processing, you are logged on to a machine with
Control Center Administrator authority, you should receive these messages:

11:41:43 * MSG FROM MSTRSRV: SQMA0O25I SQLMACH=> Database .... testing SCIF interface
11:41:50 = MSG FROM MSTRSRV: SQMA0025I SQLMACH=> Database .... is starting
11:42:36 * MSG FROM MSTRSRV: SQMA0045I SQLMACH=> database has been started, Togmode

Note: You must be logged on at the time database startup processing on
SQLMACH issues the messages for it to appear on your console. Continue
with the verification steps even if you do not receive a message.

Setup Step 22: Link and Access the Control Center Code Disk

Link and access the Control Center code disk in READ mode with an available
virtual device address (CUU) and access mode (547 D).

Notes:
1. Depending on your environment, the code disk may already be linked and
accessed.

2. Depending on your environment, the code disk may be owned by a machine
other than the managing service machine; (the managing service machine is
sharing a code disk).

Setup Step 23: Review the Database Startup File

Enter these commands at the CMS command prompt to request a copy of the
database SQLSTART file:

SQM (MSTRSRV
SQM CMS SENDFILE SQLMACH SQLSTART TO MSTROWN
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Replace MSTRSRV, SQLMACH and MSTROWN with appropriate machine IDs.

MSTRSRV will send the SQLSTART file (SQOLMACH SQLSTART) to your virtual
reader where it can be viewed using the CMS PEEK command. Review this file to
verify successful database startup.

Shown in Eigure 19 on page 53 is an example database SQLSTART file.
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ARI0025I Database testing SCIF interface...

ARIOO25I TVITEST: DMSTVS MODULE available

"ACCESS 547 D (NOSAVE" performed, RC=0

ARIO025I DB2

VERSION 6 RELEASE 1 MOD 0

File SQLMACH DBEXTMAP Al sent to MSTRSRV at VMSYSM1 on 05/25/97 14:24:06

14:24:08 =+ MSG FROM MSTRSRV : SQMRDR: SQLMACH DBEXTMAP A received

by MSTRSRV at VMSYSM1

DMSLBD441R Enter VOLID information:

DMSLBD441R Enter VOLID information:

DMSLBD441R Enter VOLID information:

DBMOOO1I OVERRIDE Startup Parameters Request

ARIO7171 Start SQLSTART EXEC: 05/25/97 14:24:29 EDT.

ARIO663I FILEDEFS in effect are:

YA DISK DMSNAM  LOADLIB =

ARIARCH TAP1 SL 00001 VOLID Qul412

ARISQLLD DISK ARISQLLD LOADLIB Q1

BDISK DISK 300

LOGDSK1 DISK 201

LOGDSK2 DISK 202

DDSK1 DISK 200

DDSK2 DISK 204

DDSK3 DISK 220

DDSK4 DISK 221

DDSK5 DISK 222

DDSK?7 DISK 224

DDSK9 DISK 240

DDSK12  DISK 243

DDSK13  DISK 244

DDSK14  DISK 245

DDSK15  DISK 225

DDSK10  DISK 241

ARIUSRDD DISK USERLIB LOADLIB =*

ARITRAC TAP2 SL 00001

ARILARC TAP3 SL 00001

ARIOO25I The program ARISQLDS is loaded at 6F8000.

ARIO025I The program ARIXRDS is loaded at 59F000.

ARIOO25I The program ARIXSXR is loaded at 932000.

ARIO025I The program ARICMOD is loaded at 988000.

ARI0012I The database manager ignores ARCHPCT = 79
when LOGMODE = Y or N.

ARIOO15I ACCOUNT parameter value is N.

ARIOO15I DUMPTYPE parameter value is P.

ARIOO15I LOGMODE parameter value is Y.

ARIOO15I STARTUP parameter value is W.

ARIOO15I SYSMODE parameter value is M.

ARIOO15I EXTEND parameter value is N.

ARIOO15I CHARNAME parameter value is ENGLISH.

ARIOO15I DBNAME parameter value is SQLMACH.

ARIOO15I PARMID parameter value is SQLMACH.

ARIOO15I TRACDSC parameter value is 00.

ARIOO15I TRACRDS parameter value is 0000000.

ARIOO15I TRACDBSS parameter value is 00000000000.

ARIOO16I CHKINTVL parameter value is 10.

ARIOO16I NCSCANS parameter value is 30.

ARIOO16I NCUSERS parameter value is 6.

ARIOO16I NDIRBUF parameter value is 1000.

ARIOO16I NLRBS parameter value is 3022.

Figure 19. Example Database SQLSTART File (Part 1 of 2)
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ARI0O0161
ARI0016I
ARI0O0161
ARIO0016I
ARI0O0161
ARI0283I
ARI02821
ARI02811
ARI0060I
ARI0O0451

NLRBU parameter value is 1000.
NPAGBUF parameter value is 400.
SLOGCUSH parameter value is 90.
SOSLEVEL parameter value is 10.
DISPBIAS parameter value is 7.

Log analysis is complete.

LUW UNDO is completed.

LUW REDO is completed.

DB2 initialization complete.

Ready for operator communications.

Figure 19. Example Database SQLSTART File (Part 2 of 2)

Setup Step 24: Load the Control Center Packages

Control Center includes a database PACKAGE that improves its ability to perform
SQL queries.

1. Log onto a user ID with Database Administrator authority on the database.

2. Enter the following commands at the CMS command prompt to load the
SQLRX PACKAGE into the database:

e DBINIT dbmach
where dbmach is the machine ID of your database.
* SQMPACKL SQLRX FORCE
If DBINIT returns an error message: “ERROR: dbmach does not exist in the
DBINIT CONTROL file,” this indicates that the DBINIT CONTROL file was not

set up properly. Refer to I"Mainfaining the DBINIT CONTROI. File” on page 87
for details on how to modify this file.
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IBM provides corrective service for the Control Center product. Corrective service
is provided in PTFs.

All service for Control Center is provided as directly replaceable files, with no
additional compilation or link-edit steps required. However, any locally customized
files will need to be considered when new versions of those files are received on
the Control Center service tape.

Installing Corrective Service

To apply service to Control Center from a PTF tape, follow the instructions
provided with the tape to copy the contents of the tape to a temporary disk,
execute the rename exec provided on the PTF tape, and then copy the files to the
Control Center code disk using the OLDDATE and REPLACE options. After
applying service, the database must be restarted so that the new code is reaccessed.

After the Control Center code disk has been updated, it may be necessary to
update certain files on each service machine’s A-disk (191 minidisk) by manually
using an editor (such as XEDIT). These additional updates will only be required if
the applied Control Center service includes any of the special files that are
customized for local use and copied to the service machine’s 191 disk. These files
will have a special filetype that begins with the $ character. Files provided with
Control Center which may be customized include:

+ DBINIT $CONTROL

* SQLMSTR $CONTROL

* SQLMSTR $DIRECTR

¢ SQLMSTR $HOLIDAY

* SQLMSTR $PROFILE

* SQLMSTR $TIMES

* SOMOUNT $EXEC

* SQMSTAPE $EXEC

* UARCCAN $EXEC

* UARCSUB $EXEC

* SPBANLZ $EXEC

¢ SPBSTART $EXEC

¢ SPBEND $EXEC

* QMFINIT $CONTROL

Additional information for some of the files listed above can be found in

4 ”

It may also be necessary to modify the PROFILE EXEC on the service machine,
support machines, and database machines.

Service Machine
The SOMPROF $EXEC provided with Control Center is renamed to
PROFILE EXEC and placed on the service machine’s A-disk during
Control Center service machine installation. If a new SQMPROF $EXEC is
provided on the PTF tape, it should be used to replace the existing
PROFILE EXEC. Make changes for local use as required.
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Support Machines
The SUPPROF $EXEC provided with Control Center is renamed to
PROFILE EXEC and placed on the support machine’s A-disk during
Control Center support machine installation. If a new SUPPROF $EXEC is
provided on the PTF tape, it should be used to replace the existing
PROFILE EXEC. Make changes for local use as required.

Database Machines
The DBPROF $EXEC provided with Control Center is used as the
PROFILE EXEC for each database machine. If a new DBPROF $EXEC is
provided on the PTF tape, it should be used to replace the existing
PROFILE EXEC on each database virtual machine. Make changes for local
use as required.
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This chapter describes how to setup a Data Restore machine to be managed by
Control Center.

Prior to performing the Data Restore setup process detailed in this chapter you
should have:

Generated a DB2 Server for VM database,
Installed a Control Center service machine,
Set up a DB2 Server for VM database to work with Control Center (refer to

‘Chapter 4 Database Setup” on page 33), and

Installed Data Restore 7.1.0. Data Restore 6.1.0, 5.1.0 and 3.5.0 are also
supported.

Data Restore Considerations

Control Center helps you manage the operational functions of databases in
different ways, adapting to the needs of each specific database. You should

de

termine your recovery strategy and decide how Control Center, together with

Data Restore, can best meet your needs. Decisions should be made such as:

if Data Restore BACKUP, or a TRANSLATED archive (SQLEND ARCHIVE or
SQLEND UARCHIVE) will be used;

whether BACKUP, TRANSLATE, and UNLOAD will use predefined tapes,
scratch tapes or disk files; and

how often these activities will be executed.

Checklist for Setting up the Data Restore Interface

Notes:

Perform the steps in order.
Optional steps are preceded by a circle (O).
Page references appear in parentheses.

Preliminary Setup

1.

oD

© N o O

9.
10.
11.
12.

© Copyright IBM Corp. 1997,

Log On to the VM MAINT Machine (k)

Redefine the Data Restore Machine (DRMACH) (E‘)
Update the VM Directory (E2)

Add Data Restore Machine to Autolog List (E)
Control Files Setup

Log On to the MSTROWN Machine (5)

Link and Access the Control Center Code Disk (Q)
Define Data Restore Parameters File (@)

Create the SDRESTOR DIRECTRY (k4)

Migrate SDRESTOR DIRECTRY File (@)

Start Control Center Session (E)

Update Database Parameters File (E)

Define & Update Database TAPES Files (@)
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13. Update the Control Center SQLMSTR Profile ()
14. Create the LINKPWDS File (&)
15. Restart Control Center ()
Data Restore Machine Setup
16. Log On to the Data Restore Machine (DRMACH) (@)
17. Link and Access the Control Center Code Disk (@)
18. Create the Data Restore SQLMSTR Profile (E)
19. Copy and Update DRFPROF EXEC (bd)
20. Rename XTS9X001 EXEC (kd)
21. Run DRMSTR EXEC (kd)
Setup Verification
22. O Send the Data Restore Machine (DRMACH) a Message (E)

Preliminary Setup

Steps 1 through 4 prepare Control Center to interface with your Data Restore
machine. ﬁ@psummarizes what you will accomplish.

Figure 20. Data Restore machine in a Control Center Enviro

DRMACH [} has been added to the environment shown in

CTRLCTR
Code Disk |
195 (D)
VM .
MDISK DIRECTORY e LINK
LINK o
CTRLCTR Data Owner
Service §CIF Restore Machine
Machine Machine
MSTRSRVO HDRMACH MSTROWN
MDISK
System Disk Work Disk
191 (A) 191 (A)

ot ot

ta Restore machine
using the Data

Restore machine setup process. Service machine MSTRSRVO manages DRMACH and is
the owner of the Control Center code disk. Communications between DRMACH and
MSTRSRVO is through the SCIF interface.

Setup Step 1: Log On to the VM MAINT Machine

To begin the Data Restore machine setup, log on to the MAINT virtual machine.
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Setup Step 2: Redefine the Data Restore Machine (DRMACH)

Change the VM directory entries for the Data Restore machine to activate the
Single Console Interface Facility (SCIF) and to link the Control Center code disk.
Refer to the appropriate VM/ESA Operation manuals for a complete description of
these statements.

USER DRMACH XXXXXXXX 4M 6M G

ACCOUNT nnnnnnnn
OPTION ACCT
I[UCV ALLOW
IPL CMS
1 —>» CONSOLE 009 3215 T MSTRSRV0
SPOOL 00C 2540 READER *
SPOOL 00D 2540 PUNCH A
SPOOL 00E 1403 A
LINK MAINT 190 190 RR
LINK MAINT 19D 19D RR
LINK MAINT 19E 19E RR
2—>» LINK MSTRSV0 195 495 RR

MDISK 191 3380 cylr 080 volser MR
MDISK 193 3380 cylr 043 volser MR
MDISK 195 3380 cylr 015 volser MR
MDISK D01 3380 cylr 075 volser MR
* TRANSDSK DISKs

MDISK D02 3380 cylr 075 volser MR
MDISK D03 3380 cylr 075 volser MR
MDISK D04 3380 cylr 075 volser MR
* UNLOAD DISKs

MDISK D05 3380 cylr 100 volser MR
MDISK D06 3380 cylr 200 volser MR
MDISK D07 3380 cylr 100 volser MR

Figure 21. Example VM Directory Control Statements for a Data Restore machine

Note: The number and size of minidisks needed by the DRMACH will depend on
the size of the tables, whether tapes or disks are used, the number of
databases being managed, and the frequency of Data Restore operations.
The DRMACH’s 191 must be large enough to hold the output from a
RELOAD with log recovery.

Statement 1: CONSOLE 009 3215 T MSTRSRVO
Defines the managing Control Center service machine as being the

secondary console of the Data Restore machine. This is done by including
T MSTRSRVO in the CONSOLE statement as shown.

Note: The managing service machine can either be the owner of the code
disk or a service machine that shares a code disk.

Statement 2: LINK MSTRSRVO 195 495 RR
This statement links in READ mode to the same code disk linked to by the
managing service machine. If you have a shared environment, the code
disk can be owned by a machine other than the managing service machine.

Instead of including the above statement in the VM directory, you can,
during a later step, add a LINK statement to the PROFILE EXEC of the
DRMACH machine.
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DRMACH must be authorized to access the Control Center code disk in
READ mode.

— Important:

1. The IPL CMS statement should not include PARM AUTOCR.
PARM AUTOCR causes an extra console interrupt to occur on the Data
Restore machine when it is autologged. This results in problems with
startup communications between the Data Restore machine and the
Control Center service machine.

2. SYSPROF EXEC should be checked to avoid additional console interrupts
from being stacked during Data Restore machine startup. If the
SYSPROF EXEC causes a problem, the IPL statement in the database
machine directory can be modified to IPL CMS PARM NOSPROFE

3. If minidisk passwords are used, please read I‘Appendix C_Password
Buppart” on page 47d for more information.

Setup Step 3: Update the VM Directory

After you have made the VM directory statement changes for the Data Restore
machine, update the VM directory using your local operating procedures.

Setup Step 4: Add Data Restore Machine to Autolog List

Under normal operations the DRMACH machine should be autologged each time
the CPU is IPLed. The DRMACH machine should therefore be included in the list
of virtual machines that are autologged each time the CPU is IPLed.

For proper startup of each Data Restore machine when the CPU is IPLed, the Data
Restore machine must be autologged after the managing Control Center service
machine.

— Important:

1. The Control Center service machine must be autologged prior to the Data
Restore machine for SCIF communication to be properly established.
Additionally, portions of the Data Restore machine startup process require
that the Control Center service machine be fully operational.

2. If problems occur with the Data Restore machine startup when the CPU is
IPLed, then a CP SLEEP 1 MIN statement should be added near the
beginning of the Data Restore machine’s PROFILE EXEC. This will delay
the startup of the Data Restore machine for 1 minute, giving the Control
Center service machine a chance to become fully operational.

Preliminary Data Restore setup is now complete. Log off the MAINT machine.

Setup Step 5: Log On to the MSTROWN Machine

Log on to the MSTROWN machine or any machine that has Administrator
authority on the Control Center service machine.
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Setup Step 6: Link and Access the Control Center Code Disk

Link and access the Control Center code disk in READ mode with an available
virtual device address (CUU) and access mode (195 D).

Notes:

1.

2.

Depending on your environment, the code disk may already be linked and
accessed.
If you have a shared environment, the code disk can be owned by another
machine.

Setup Step 7: Define Data Restore Parameters File
To define the Data Restore DRPARMS file, perform these tasks:

Link to Control Center’s code disk and copy the SDRESTOR $DRPARMS file to
your 191 disk.

Update using an editor (such as XEDIT).

Rename the SDRESTOR $DRPARMS to DRMACH DRPARMS, where DRMACH
is the name of your Data Restore machine.

Migrate the DRMACH DRPARMS file to Control Center’s 191 disk by using the
CMS sendfile command.

EE R R R R R R R R Rk R R R R R R R R R R R R R R Rk Rk

* DREST1 DRPARMS *

EEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk

:Nick.DREST61
:Drmstr_Machine.Y

:Version.
:Administrators.DUKEWE
:Operators.SQMDEMO3
:Notify_error.DUKEWE
:Notify_severe.DUKEWE
:Notify_dbstatus.DUKEWE
:Notify operator.
:Drtape_premount_timeout.60

Figure 22. Example DREST1 DRPARMS File

Parameter Field Name Description
Nick Machine ID of the Data Restore machine.
Drmstr_Machine (Y or N): "Y" (YES) indicates that this machine is

enabled. If "N” is specified, messages for this
machine will be ignored by Control Center.

Version Current version, release and modification level of

Data Restore.

Administrators Users who are authorized administrators on the

Data Restore machine.

Operators Users who are allowed to execute operator

commands against the Data Restore machine.

Notify-error Users who are to be notified when an error is

received from the Data Restore machine.

Notify-severe Users who are to be notified when a severe error is

received from Data Restore.
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Notify-dbstatus

Notify-operator

Drtape_premount_timeout

Users who are to be notified whenever an alert or
status message is sent about the Data Restore
machine.

VM operator who should be notified when serious
problems occur on the Data Restore machine.

Indicates how many minutes Control Center will
wait for a tape to be mounted after issuing a
mount request before cancelling the mount request
and Data Restore function. The default value is 60
minutes.

When Drtape-premount = Y in the database
PARMS file, Control Center will issue a tape mount
request for the first tape of a single or multi-tape
series, and wait until the tape is mounted before
executing the Data Restore function. Control Center
will also premount tapes when using native CMS
tape handling or when the DMSTVI tape exit is not
present. When the tape mount request exceeds the
number of minutes indicated by
Drtape_premount_timeout, the tape mount and
function will be cancelled.

Setup Step 8: Create the SDRESTOR DIRECTRY

The SDRESTOR DIRECTRY file is used to show which database and Control
Center service machine work with which Data Restore machine.

In brief, the steps for manually updating the SDRESTOR DIRECTRY are:

1. Link to the Control Center service machine’s 195 disk and copy the SDRESTOR
$DIRECTR to your "191" or A-disk.

2. Update using an editor (such as XEDIT).
3. Rename the file to SDRESTOR DIRECTRY.

Eigure 23 contains entries for two Data Restore machines on the same node, both
managed by Control Center service machine, MSTRSRVO.

*DBNICK  DBMACH DBNAME

SQMMACH  NODE
DB2VM510 DB2VM510 DB2VM510 MSTRSRVO MSTRSRV1
DB2VM51A DB2VM51A DB2VM51A MSTRSRVO MSTRSRV1

DRMACH
DREST51
DREST51

Figure 23. Example SDRESTOR Directory File

Table 5. SDRESTOR DIRECTRY File Format

Description

Database name

Database machine name or nickname
Database machine name (virtual machine name)

1
2
3
4 Control Center service machine name
5 Control Center service machine node
6

Data Restore machine name
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Important:
If the same database name exists on two different nodes, you must always use
the nickname to direct communication to the correct Data Restore machine.

Setup Step 9: Migrate SDRESTOR DIRECTRY File

You must have Control Center Administrator authority to migrate a file to the 195
disk owned by Control Center. Use the CMS sendfile command to transfer the
SDRESTOR DIRECTRY to the code disk.

Setup Step 10: Start Control Center Session

To establish communications with MSTRSRVO, and to start Control Center in
panel mode, enter these commands at the CMS prompt:

SQM (MSTRSRVO
SQM

Replace MSTRSRVO with the machine ID of your service machine. The Control
Center Main Menu should now be displayed.

Database TAPES files

Terminology Used in the various tape file Sections:

1. The term output media refers to both tape (cartridge or reel-to-reel) and disk (CMS file)
unless explicitly stated otherwise, as in "tape output medium”.

2. The use of the term tapes when referencing the "tapes file” is not meant to exclude disk
output medium.

3. The use of the term tapes in the Control Center panel interface is not meant, in most
cases, to exclude disk output medium.

You must now update or define the various database TAPES files for Data Restore

enablement. Refer to !Chapter 11 Tape Management Tool” an page 129 for a

complete description of the Tape Management tool.

About the TAPES Files Required for Data Restore

Two separate database tapes files are maintained by Control Center for each
database that will be enabled for Data Restore support. These files are kept on the
Control Center service machine’s 191 disk and are listed below.

TAPE NAME (fn ft) USED BY

database TAPES DATABASE ARCHIVE, LOG ARCHIVE, TRACE,
and, Data Restore TRANSLATE, BACKUP, and
INCREMENTAL BACKUP

database UNLTAPES DATA RESTORE UNLOAD

Control Center uses the two database tapes files to maintain a list of output media
assigned for usage during a database archive, log archive, trace activities and Data
Restore functions.

If you have set up a database using Control Center, then the database TAPES file
will already exist. The BACKUP, TRANS and TRANSDSK entries will be added to
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this file for every series. If Dual Backups will be performed, then BACKUP2 entries
will be added. If Incremental Backup will be performed, then INCBK entries will
be added. In I'qphlp Step 12: Define & Update Database TAPES Files” on page 64
which follows, new UNLTAPES files will be created.

Data Restore functions are executed on the Data Restore machine. All output
media used for Data Restore functions (BACKUP, TRANSLATE, and UNLOAD)
will be owned by the Data Restore machine. If output is to DISK, then the CUU
indicated for the Data Restore functions must be the real address of the disk. The
filemode value is used as a placeholder and will be indicated with an asterisk (*).

When a Data Restore function is started, Control Center will automatically link to
the specified real address using the next free virtual address starting at CUU 120,
and access the disk using the next free filemode available. When the function
either completes or fails, Control Center will automatically detach any disks or
tapes used during that operation. While in contrast, for database activities such as
ARCHIVES, LOG ARCHIVES or TRACES, all disks used by the database must be
linked and accessed beforehand.

It is the responsibility of the database administrator to ensure that the TAPES files
are created correctly with valid tape volids and with series numbers that match
those identified in the database parameters file. The Series field in the parameters
file indicates which group of tapes within the TAPES file will be used for the next

operation. Eigure 24 an page 67 illustrates a sample database TAPES file. For a
complete description of the database TAPES file format, refer to EDatabase TAPEY

Eile Farmat” on page 131
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100 ARCHIVE 00000 00:00:00 UNUSED VOLOO1
100 BACKUP 00000 00:00:00 UNUSED VOLOOZ
100 BACKUPZ 00000 00:00:00 UNUSED VOLOO3
100 O1INCBK 00000 00:00:00 UNUSED VOLOO4
100 O1INCBK2 00000 00:00:00 UNUSED VOLOO5
100 02INCBK 00000 00:00:00 UNUSED VOLOO6
100 02INCBK2 00000 00:00:00 UNUSED VOLOO7

100 LOG 00000 00:00:00 UNUSED VOLOO8
100 LOG 00000 00:00:00 UNUSED VOLOO9
100 LOG 00000 00:00:00 UNUSED VOLO10

100 TRANS 00000 00:00:00 UNUSED VOLO11
100 TRANSDSK 00000 00:00:00 UNUSED SQLDB10O TRANSDSK * 196
200 ARCHIVE 00000 00:00:00 UNUSED VOLO12
200 BACKUP 00000 00:00:00 UNUSED VOLO13
200 BACKUPZ 00000 00:00:00 UNUSED VOLO14
200 O1INCBK 00000 00:00:00 UNUSED VOLO15
200 O1INCBK2 00000 00:00:00 UNUSED VOLO16
200 O2INCBK 00000 00:00:00 UNUSED VOLO17
200 02INCBK2 00000 00:00:00 UNUSED VOLO18

200 LOG 00000 00:00:00 UNUSED VOLO19
200 LOG 00000 00:00:00 UNUSED VOL0O20
200 LOG 00000 00:00:00 UNUSED VOLO21

200 TRANS 00000 00:00:00 UNUSED VOL0O22
200 TRANSDSK 00000 00:00:00 UNUSED SQLDB200 TRANSDSK =* 197
300 ARCHIVE 00000 00:00:00 UNUSED VOLO23
300 BACKUP 00000 00:00:00 UNUSED VOLO24
300 BACKUP2 00000 00:00:00 UNUSED VOLO25
300 O1INCBK 00000 00:00:00 UNUSED VOLOZ26
300 O1INCBKZ2 00000 00:00:00 UNUSED VOLO27
300 O2INCBK 00000 00:00:00 UNUSED VOLO28
300 02INCBKZ2 00000 00:00:00 UNUSED VOLO29

300 LOG 00000 00:00:00 UNUSED VOLO30
300 LOG 00000 00:00:00 UNUSED VOLO31
300 LOG 00000 00:00:00 UNUSED VOLO32

300 TRANS 00000 00:00:00 UNUSED VOLO33
300 TRANSDSK 00000 00:00:00 UNUSED SQLDB30O TRANSDSK * 198

Figure 24. Sample database TAPES File With Data Restore Entries

Important:
There are several restrictions and special precautions that apply when output
is to dlsk rather than tapes. These are discussed in detail in

Setup Step 11: Update Database Parameters File

Select Option P from Control Center’s main menu. Then choose the update option
('U’) found on the Database Parameter’s menu (see IELg.u.lze.Sé.an_pa.ge_l.Sd) to
update the database parameters file. Information about the Data Restore values in
the database parameters file can be found in [El.g.u.reﬁé_gn_pagejﬁﬂ For a complete
description of the Database Parameters Tool, see L

”

Control Center maintains a set of database startup and control parameters for each
database it manages. The PARMS file must be updated for each database that will
execute Data Restore functions.
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Setup Step 12:

Define & Update Database TAPES Files

Use tape maintenance functions from the Data Restore Menu,

@%, to define the Data Restore BACKUP (TAPES) and UNLOAD (UNLTAPES)
files. These files will be used for the Data Restore BACKUP and UNLOAD
operations. Select Option BM to add BACKUP and TRANSLATE tapes to the
database TAPES file and option UM to define the UNLOAD, database UNLTAPES
file. For more details on tape usage, refer to the Data Restore chapters on BACKUP,
UNLOAD, and TRANSLATE.

Setup Step 13:

Update the Control Center SQLMSTR Profile

To update the Control Center service machine SQLMSTR profile:
* Link to the Control Center’s 191 disk and copy the SQLMSTR PROFILE to your
191 disk.

* Using an editor (such as XEDIT), you must add this statement to the User
authority section of the SQLMSTR Profile to allow the Data Restore machine to
communicate with Control Center:

— USER DRMACH AT nodename 4

* Use the CMS sendfile to transfer the SQLMSTR PROFILE to the service machine’s
191 disk.

Setup Step 14:

Create the LINKPWDS File

To use Data Restore functions, a LINKPWDS file is required for each Data Restore
machine. See I'Password File Setup for the Data Restare machine” an page 482 for
specific instructions on creating this file. After you have created the DRMACH
LINKPWDS, use the CMS sendfile to transfer it to the Control Center service
machine’s 191 disk.

Setup Step 15:

Restart Control Center

To restart Control Center, or to initialize the new SQLMSTR profile, execute the
Control Center NEWPROF command. This can be invoked either through CMS by
entering SOM NEWPROF, or from the Control Center menu interface by first
selecting Option G on the Control Center main menu, followed by Option N from
the General Utilities Functions menu.

Once these steps have been completed, log off the MSTROWN machine.

Data Restore Machine Setup

Steps 16 through 21 complete the Data Restore interface to Control Center.

Setup Step 16:

Log On to the Data Restore Machine (DRMACH)

Log on to the Data Restore machine. At the CMS prompt type: query secuser. If the
response does not indicate the Control Center service machine, review the VM
directory entrles to determine if the SCIF interface has been established. See
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Setup Step 17: Link and Access the Control Center Code Disk

Access the Control Center code disk with an available disk access mode. If you did
not include a LINK statement in the VM directory (Step 2), you will first need to
link to the code disk with an available CUU that is not the same as any address
that the database uses.

Note: DRMACH must be authorized to access the Control Center code disk in

READ mode.

Setup Step 18: Create the Data Restore SQLMSTR Profile

To create the Data Restore machine’s SQLMSTR profile, link to the Control Center
service machine’s 191 disk and copy the SQLMSTR profile to your 191 disk.

Using an editor (such as XEDIT), change the USER statement for the Data
Restore machine from a Level 4 to Level 5 authority.

— USER DRMACH AT nodename 5
Add appropriate Data Restore Administrators IDs
— USER MSTROWN AT nodename 5

Setup Step 19: Copy and Update DRFPROF EXEC

1.

Use the following commands to make a backup copy of the existing Data
Restore machine’s PROFILE EXEC and to replace it with the DRFPROF EXEC
from the Control Center service machine’s code disk.

COPYFILE PROFILE EXEC A PROFILE OEXEC A
COPYFILE DRFPROF EXEC * PROFILE EXEC A (REP

The PROFILE EXEC file may need to be modified for any LINK and ACCESS
statements required at your installation.

Note: You must not link to any disk using a virtual address that is the same as the

real address of any database directory, log, or data disk, as Data Restore will
detach those disks.

¢ If you did not include a LINK statement in the VM directory (Step 2) for
the Control Center code disk, add the necessary link and access
statements to the PROFILE EXEC.

e If the Data Restore code is not on the 191 disk, then include the
appropriate line and access statements for the Data Restore code disk.

If Data Restore needs access to other local disks, the PROFILE EXEC
should be modified to add the required LINK and ACCESS statements.
When the DYNAM/T, EPIC or VMTAPE product is used, a link may be
required to provide the database with access to code required for tape
operation. For example, the DMSTVI module must be accessed when
VMTAPE or EPIC is used. The DMSTVI module is required to support
multivolume archive tapes.

Important:
You do NOT need to link or access output disks for backups,
translates, or unloads. These actions will be done by Control Center,
based on information in the TAPES files, prior to executing the Data
Restore Function.
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Setup Step 20:

Rename XTS9X001 EXEC

The XTS9X001 EXEC is a template provided by Data Restore to allow users to
change log Labeldefs during Reload Recovery. Control Center provides this EXEC
for you on its code disk. You must rename the XTS9X001 EXEC on the Data
Restore code disk so that the Control Center code will execute.

Locate the XTS9X001 EXEC on the Data Restore code disk and execute this CMS
command:

RENAME XTS9X001 EXEC fm = EXECDRF =

where "fm” is the filemode of the Data Restore disk.

Setup Step 21:

Run DRMSTR EXEC

If all of the previous steps were completed successfully, then the Data Restore
machine can be started by entering this command at the CMS command prompt:

DRMSTR

The DRMSTR process will disconnect the Data Restore machine from your console
and will start the Data Restore interface with Control Center.

Setup Step 22:

Send the Data Restore Machine (DRMACH) a Message

To determine if Data Restore is properly setup, from an authorized Control Center
ID, MSTROWN, where DRMACH is the Data Restore machine name, enter the
CMS command:

SQM DRMACH CMS TELL MSTROWN HELLO

This tells the Data Restore machine to send you a "HELLO" message, thereby
verifying that the SCIF processing paths are complete. You should see these
messages on the screen from which you issued the command above:

'MSG FROM' MSTSRV ':TELL' MSTOWN 'HELLO ISSUED TO' DRMACH
'MSG FROM' DRMACH 'HELLO'
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Overview

The Version Tool was developed to provide you and the Control Center support
staff with an easy way to gather comprehensive information about code, files,
PTFs, and the overall product environment.

Features

The Version Tool:

1.

No o~

Lists all Control Center code files and current PTFs on all minidisks accessed
by the user or product.

Reports duplicate code files.

Reports missing code files.

Lists non-Control Center files on a code or other selected disk.
Reports selected CP and CMS system information.

Reports incorrect or missing entries in the SQLMSTR PROFILE file.

Runs against local or remote Control Center machines.

Invocation

The Version tool is executed as a command from CMS. Be sure you are addressing
the correct service or support machine by entering:

SQM ( SQM-ID

where SQM-ID is the userid of the machine.

Command Format

The Version command format is:
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\4
A

»>—SQM VERSION

——HELP
2

—VER—

(1) J |~| Report Options |J
——  HERE

Report Options:

(2)
—-ALL |

(1)

LIST
|_

DISK
nocrst—
SYS
LyoLrst

PROFILE—L——I—
NOLIST

Notes:
1 These options can appear in any order.

2 ALL implies LIST, DISK, SYS, and PROFILE.

Figure 25. Veersion command format

The order of options is not important. Reports are created and saved on the
Control Center A-disk and sent to the user’s reader. Old reports are erased before
new reports are created. Execution of the Version command can be restricted to the
service machine’s administrators by changing the VERSION entry in the SQLMSTR
PROFILE file to level 5.

General Options

The general options of the Version command are:

Option Description

HELP/? Displays documentation for the Version command. All other
options are ignored. Can also be invoked by typing: HELP
SQOMVERSN

VER Displays the current version only. No report is sent and no "LAST
PTF" information is given. All other options are ignored.

ALL Creates and sends LIST, DISK and SYS reports.

HERE Gathers the selected PTE, System, or disk information based on

minidisks the user is currently accessing. Runs Version on the
user’s virtual machine, rather than a service machine as is normally
the case.
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When you choose the PTF list options, the product looks for occurrences of every
file found in the SQLMSTR LIST file. Its PTF information can be found at the
bottom of executable files that have a file type of EXEC, XEDIT, or $EXEC, and at
the top of files with a file type of HELPCMS. $EXEC files are template files that are
customized for local use either by the product or by the user. It searches
backwards through these files, extracting PTF numbers and information. A file will
be searched until the current PTF record is found.

Refer to “PTE Report” on page 74 for an example and description of a PTFLIST

report.

The valid PTF List options are:

Option
NOLIST

LIST

Description

Avoids creating and sending a PTF list to the user’s reader. This is
useful if only the DISK, SYS or PROFILE report is desired.

Examines Control Center code file on all accessed disks and creates
a listing and analysis of the current PTF level of each file. By
default, a PTF list and PTF analysis are generated each time the
command is executed unless the NOLIST option is used. A
PTFLIST report is sent to the user’s reader. The filename is the
userid of the service machine. The report includes PTF information
about files on all accessed disks, including;:

* Each code file on each disk and its latest PTF

* Duplicate code files

* Missing code files

* The last PTF applied

Note:
The NOLIST, VER, and HELP options suppress creation of the
PTF report

Non-Control Center Files

The options to list non-Control Center files are:

Option
DISK

DISK = fm

Description

Reports files on the code disk that are not in the SQLMSTR LIST
file. The product only allows files in the SQLMSTR LIST file to be
received to its code disk during normal disconnected operation.
This option helps identify local execs or other files that have been
placed there. An XTRACODE report is sent to the user’s reader.
The filename is the userid of the service machine. If all the files on
the disk are Control Center files, the report is not sent to the user.

You can change the disk to be examined by using this parameter,
where "fm” is the file mode of a disk that the product has accessed.
You can determine the disks that it is accessing by using the SYS
option. By default, the location of the code disk is determined by
the location (fm) of the first SQLMSTR LIST file found. This option
always uses the first SQLMSTR LIST file it finds as the basis for its
examination regardless of what "fm” is chosen.
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System Report Option

The System Report option provides information about the environment in which
the product is operating. When problems occur, this information can be used to
verify that everything is set up correctly.

Option Description

SYS Reports current CMS and CP system information about the service
machine including:
> CP level

* Virtual memory and unallocated memory
* System privileges

* Disks Control Center is accessing

* NUCXMAP information

* Segments in use

» User IDs linked to the product code disk

An SQMSYS report is sent to the user’s reader. The filename is the
userid of the service machine.

SQLMSTR PROFILE Validation Report Option

The SQLMSTR PROFILE Validation Report option examines both the
SQLMSTR PROFILE and the SQLMSTR $PROFILE files.

Option Description

PROFILE Reports the following SQLMSTR PROFILE information:
e If authorities are correct

* If any commands have been added to the SQLMSTR PROFILE
by the user that are not Control Center commands

* If any commands are missing from the SQLMSTR PROFILE;
missing commands indicate that the SQLMSTR PROFILE was
not updated when a new SQLMSTR $PROFILE was present on
the code disk because of either PTF service or migration.

A PROFCHEK report is sent to the user’s reader. The PROFILE
CHECK function assumes that the function is executed on the

Control Center machine. If the HERE option is used, authority
checking will be incomplete.

PTF Report

Eigure 26 on page 79 is an example of a PTF report.
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MSTRSVRO CONTROL CENTER PTF REPORT
Control Center for VM Version 6 Release 1 Modification 0
01 Jan 1998

Type: SQM VERSION HELP  for explanation of this report

Files Tisted in SQLMSTR LIST D ... 350 LAST PTF: UVv58736

SQLMSTR code files on disk D ..... 349 Missing files: 1

Code files that have duplicates .. 8 FINDPTF: CURRENT
Control Center Code File File PTF FILE/PTF

PTF Number FileName FileType FM  Date Time Date  DUP DESCRIPTION
CPVENDBA PARMS Al 10/04/96 10:13:30 Database
CPVENDBA TAPES Al 10/04/96 10:12:52 Database
SQLDBA  §PARMS  C1 5/05/96 12:32:57 Database
DATABASE MESSAGES D1 5/05/96 11:02:41 Data Base
DATABASE MSGLIST D1 5/20/96 16:11:00 Message

Base Code DBADEXT EXEC D1 6/16/96 6:52:52 06/14/96 Database

**xDANGER** SQLMAINT EXEC * ERROR FILE MISSING Control Center
SQLMSTR DIRECTRY D1 10/03/96 11:38:28 DUP2 Database
SQLMSTR DIRECTRY M1 9/15/96 9:30:48 DUP2 Database

Base Code DBADSPAC EXEC D1 6/16/96 6:52:54 06/14/96 Database

Uv58520 DBEXTMAP EXEC D1 7/22/96 11:26:21 07/22/96 *FIX PROB

Base Code DBFORCE EXEC D1 6/16/96 6:52:50 06/14/96 FORCE use
DBINIT  $CONTROL D1 5/05/96 12:32:54 Database
DBINIT  CONTROL D1 7/19/96 17:12:13 DUP2 Database
DBINIT  CONTROL M1 7/16/96 9:04:41 DUP2 Database

Uv58119 DBINIT  EXEC D1 2/09/96 14:47:28 02/09/96 DUP2 *REMOVE PASS=

Figure 26. Version PTF Report

The PTF Report field descriptions are as follows:
Field Description

PTF Number Contains the most current PTF number found or
"Base Code” if no PTFs have been applied to the
file since the base code for the current release was
installed. This field is blank if the file type is NOT
either EXEC, XEDIT, $EXEC, or HELPCMS. IF the
file is not on any accessed disk, the field contains
"**DANGER**" followed by a message.

FileName FileType FM The name, type and mode of the file that is being
reported on.

File Date File Time The current date and time stamp.

PTF Date The date the PTF was issued.

DUP If duplicates are found, the field contains "DUP”

followed by the number of times the file was
found. The report is sorted by file name, so
duplicate files should be grouped together in the
report.

File/PTF Description If no PTF is found, this field contains a description
of the file. If a PTF is found, this field contains an
"*" followed by a description of the PTE.
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This chapter provides detailed information concerning the operation of Control
Center, including the Control Center-to-database server communication interface
necessary to effectively manage the Control Center environment and resolve
problems that can occur. Although it is intended primarily for those involved in
the management and administration of Control Center itself, all users can benefit
from the material presented.

4 : ”

introduces you to the Control Center panel
interface and provides enough information to get you started using Control Center
in your environment.

Information presented in this section assumes that you have read the DR2 Served

Jlfnr VM Control Center Prngrﬂm T)irpffnr])

Control Center supports command mode operation and panel mode operation.
This section deals primarily with panel mode operation. Additional information for
command mode operation, including command line syntax, is provided in

Finally, throughout this section we’ve included specific database information also
found in the DB2 Server for VM manual set. It is provided for convenience and
should not be used as a reference. The proper reference for database information is
the database manual set for the level of DB2 Server for VM that you are using.

The Control Center Administrator is responsible for the configuration and
operation of Control Center’s virtual machines. There can be more than one
administrator defined to a given machine ID. This authority is given to a user by
inserting a USER statement in the SQLMSTR PROFILE file with a privilege level of
5 (during installation or later through the panel interface). This privilege level will
enable that user to perform any function that is available within Control Center,
including all DBA function for all databases under a service machine’s control. A
Control Center Administrator must therefore be given DB2 Server for VM DBA
authority to be able to successfully exploit all available Control Center functions.

At installation time at least one user ID will become Administrator. With the
Control Center panel interface, the Administrator can also promote other users to
be administrator. The Control Center Administrator will automatically acquire
Control Center DBA authority over all databases controlled by a given service
machine. There is one special user who is called the owner of the service machine.
This user will automatically have Administrator authority and will receive the
SQLMSTR CONSOLE file that is closed and transferred from the service machine
each day at midnight.

Administrator authority is required to install a new database under a service
machine. This function is normally performed by using the New Database Setup
(N) option from the Control Center Main Menu.

Each Administrator user ID identified to Control Center will receive many notes
and messages during operation. Many of these will pertain to database activities
and others will pertain to the Control Center operation itself. Each time Control
Center is started, a report on current disk usage will be sent to the Administrators.
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If Control Center’s 191 A-disk approaches 90% full, then the Administrator should
take some action to remove files that are not needed or should increase the size of
the disk.

Communications Methodology

Messages are the central form of communication between the Control Center
service machines and users. The service machine will perform specific actions upon
the receipt of predefined command messages from authorized users. These
predefined messages are generated by the Control Center interface program, either
in command mode or panel mode.

Messages are also received from the database machines through the Single Console
Interface Facility (SCIF). These messages are analyzed by the service machine to
determine what action should be performed and whether any Control Center
user(s) should be alerted. These messages are usually issued by the database
manager itself as part of archiving, recovery, operator commands, or some other
database activity. The Control Center code contains the logic necessary to respond
to these messages with an appropriate action, thereby completing any
administration function without DBA intervention.

Understanding Control Center Interrupt Processing

Control Center is designed to recognize two distinct types of interrupts, scheduled
and unscheduled.

Scheduled interrupts are controlled by the SQLMSTR TIMES file on the service
machines’s 191 A-disk. This file is updated whenever authorized users schedule
new events or remove old ones. Three entries are included in the

SQLMSTR TIMES file for normal Control Center operation and must not be
removed.

Unscheduled interrupts occur in two basic forms: messages and reader files. All
interrupts are controlled by the SQLMSTR PROFILE file, which defines all actions
that Control Center will perform when an unscheduled interrupt occurs. Specific
actions are defined for known types of messages and reader files. General actions
are defined for any unexpected messages or files.

Starting and Stopping a Service Machine

Control Center is ready to be started after all control files and execs have been
customized. To make sure that the correct disks are accessed, the PROFILE EXEC
should be executed first. After setting up the environment, the PROFILE EXEC
will leave the service machine in native CMS.

The startup process will read the values from several control files from the 191
A-disk and place them in memory for the current session. This enables Control
Center to repeatedly access these values without performing any additional disk
I/0. The control files that are read into memory during startup are:

* SQLMSTR CONTROL

* SQLMSTR PROFILE
 DATABASE MESSAGES

* Each database PARMS file
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Remember that when any of the previously mentioned files are changed on the
service machine’s 191 A-disk, the new values will not be recognized by the
machine until they are again read into memory. This is done when the service
machine reinitializes itself each day (by stopping and then restarting) at midnight,
or when explicitly specified by the SOM NEWPROF command.

Manual Startup

While logged onto the service machine, the SQLMSTR EXEC can be executed to
start the Control Center facility. The first step of the SQLMSTR EXEC is to
disconnect the virtual machine. This will allow the service machine to run in
disconnected mode. It will take Control Center a few minutes from the
disconnection to become fully operational.

If for some reason there is a need to watch the startup procedure, the

SQLMSTR EXEC file can be modified to suspend the disconnection by
commenting out the CP DISC line. To then manually disconnect the service
machine after startup, enter #CP DISC while the service machine is in RUNNING
mode.

Automatic Startup

The PROFILE EXEC is designed to detect whether a terminal is present at startup.
If the service machine has been AUTOLOGed and there is no terminal, the
PROFILE EXEC will automatically call the SQLMSTR EXEC, which will start up
the Control Center facility. This is the preferred way to start the service machine.

Once Control Center has started, communications with each database is established
through the SCIE. Communications with Control Center users is also possible
through the panel interface.

Part of the normal service machine startup routine will perform maintenance of its
environment. The previous SQLMSTR CONSOLE file will be closed and sent to
the OWNER identified within the SQLMSTR PROFILE. The

DATABASE MESSAGES file, SOQOLMSTR CONTROL file, and each

database PARMS file will be read and their parameter values will be stored in
memory for access until the next startup. Old copies of the SQLMSTR LOGyyddd
files will be purged, based on the parameter value of Log_copies in the

SQLMSTR CONTROL file. Old archives within the database ARCHHIST file of
each database will also be purged.

Stopping Control Center

The service machine is designed to run continuously (although it stops and restarts
itself daily) if for some reason it must be stopped, the administrator should check
that no archives, coldlogs, recoveries, or other special functions are active for any
database. If the service machine is stopped during one of these activities, it is
highly probable that the activity will fail.

The service machine can be stopped from another user ID by using the SQOM STOP
command. The user ID must have Administrator authority.

The service machine will then be left at the CMS ready level. Note that once the
stop command has been issued, no further communications with it is possible. To
restart the service machine, log onto the machine and follow the instructions
discussed in the preceding paragraphs.
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The service machine can also be stopped by logging onto it. After logging on, the
ENTER key must be depressed twice to provide a console interrupt that will stop
the Control Center code and leave the user in CMS. This method of stopping a
service machine may leave it in an abnormal state. To restore the normal CMS
environment, it may be necessary to IPL CMS. If a periodic RUNNING condition
prevents typing on the keyboard, use the SET BLIP OFF command. (It can be
difficult to type the command in between blips.)

Starting and Stopping a Support Machine

The Control Center support machines function primarily as vehicles for running
Database Administration jobs such as reorganizations. They do not control or
communicate directly with any databases with the SCIF connection. The primary
consideration to stopping and starting a support machine is that the machine must
be available (logged on and in disconnected state) when the service machine sends
a job to it to run. If the support machine is not available, the job will fail.

Operational Note: Place the Control Center support machine ID in the AUTOLOG
list. See the IDR2 Server for VM Control Center Program Directori
This will prevent the machine from not being available when
required. Alternatively, the Control Center Administrator will
have to ensure that the support machine is logged on and put
into a disconnected state prior to running any jobs.

The methods of starting and stopping a service machine apply to a support
machine as well, since the code executed is the same, with the exception of a
tailored PROFILE EXEC which does not do as much as the service machine’s.

Starting and Stopping the Database Machine

DB2 Server for VM database machines should be stopped and started solely
through the managing Control Center.

If a database machine has to be stopped, it should be done through Control Center.
If you log onto the database machine and issue a SQLEND command, Control
Center would no longer be synchronized with the database, since it would not
receive any database manager messages.

Note:
Do not log onto a database machine since this cuts the SCIF communication
with the Control Center service machine. All database functions (operator
commands) and any CP commands can be issued through the Control Center
panel interface.

If it is necessary for whatever reason to restart a database machine when logged
onto it, execute the PROFILE EXEC, then respond to the prompt to enter
DBSTART. This will ensure that the database is resynchronized with the service
machine.

Adding Users to Control Center

New users may need to be added as users, DBAs, or administrators during the life
of Control Center. Others may need to be deleted or have their authorities
changed. This should be done in the following manner:
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Administrator additions, changes, or deletions should be handled through the
SQLMSTR Authorization (AU) option on the SQM panel interface. This option also
allows you to get a list of all current authorizations on a service machine. This list
is helpful in determining current levels of accessibility to the service machine. The
SQLMSTR PROFILE is changed by this function.

Use the Database Parameters tool to add, delete, or change DBA administrators,
operators, and general users to a specific database. The database PARMS file is
changed by this function.

Note:
Updates to the affected files will not become effective until the service
machine is stopped and restarted. A convenient way to effect the changes is
to use the SQM NEWPROF command, which causes the service machine to
stop and restart.

Maintenance

There are several types of maintenance involved in running Control Center. Most
are automatic. Some control file maintenance or modification may be required to
tailor an installation’s needs when running Control Center.

Routine Maintenance

Control Center is mostly self-maintaining. It routinely purges back copies of files
from the 191 A-disk and will maintain only the most recent information within log
files. The SQLMSTR CONSOLE file of the service and support machine’s console
output is closed and sent to the Administrator machine owner each time the
machine is brought down.

Disk Maintenance

If the service or support machine’s 191 A-disk begins to become full, you may
need to reduce the number of versions that are retained of the log files (Log_copies
parameter of the SQLMSTR CONTROL file) and the number of backup copies that
are kept of files that are changed (Backup_copies parameter of the

SQLMSTR CONTROL file). Another file that may need to be purged periodically is
the machine NETLOG file. This file has a filename the same as the service or
support machine name. It is maintained by CMS to record when files are sent and
received by the machine.

Control File Maintenance

When installing the Control Center system, the installation process will build and
modify several control files. In this section a general description of the most
important ones are given to provide a better understanding of the things that play
an important role during the service machine operation.

These control files reside on the service machine’s 191 A-disk (except the
SQLMSTR DIRECTRY and the DBINIT CONTROL files, which are kept on the 195
code disk).

Maintaining the SQLMSTR PROFILE File

The SQLMSTR PROFILE file is a fundamental part of the disconnected virtual
machine architecture. It controls the interface to users and database machines by
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defining valid commands and designating the corresponding code segment for
each command. A secondary purpose of this file is to identify the special
Administrator privileged users. These USER entries are normally the only portion
of this file changed for the local installation. Advanced users can also modify the
MESSAGE command privilege levels to change the default command privileges for
the DBA, OPERATOR, and USER authority levels.

This file must be modified to add or remove authorized Control Center
administrators. This function is automated within Control Center panel interface
with the SQLMSTR Authorization (AU) option.

The SQLMSTR PROFILE file can also be modified if an installation wants to
change the commands that are authorized for the various types of users
(Administrators, Database Operators, Database Users). Each command is indicated
within the SQLMSTR PROFILE by one of the MESSAGE entries. Each MESSAGE
entry contains a single-digit number between 1 and 5 which indicates the authority
level required to execute the associated command.

With proper precautions (including a backup copy of the original version), the
authority levels of these MESSAGE entries can be modified for local preferences.

See “Appendix EAutharizations” on page 489,

e Alevel 5 MESSAGE privilege corresponds to the Control Center Administrator
authority.

* Alevel 4 MESSAGE privilege is reserved for DATABASES and Control Center
Support machines.

* Alevel 3 MESSAGE privilege corresponds to the Control Center Database
Administrator authority.

* A level 2 MESSAGE privilege corresponds to the Control Center Database
Operator authority.

¢ Alevel 1 MESSAGE privilege corresponds to the Control Center Database User
authority.

Note that authority levels are hierarchical, such that someone with Database
Administrator authority to a database would be able to execute all MESSAGE
commands with a privilege level of 1, 2, or 3. A Database Operator would be able
to execute commands with a privilege level of 1 or 2.

Eigure 27 on page 83 is an example of the SQLMSTR PROFILE. All uppercase

entries are keywords that are required. All lowercase entries must be replaced with
installation-specific values.
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OWNER sgmowner

LOG HOLD 7

USER ALL 3

USER cntrlid AT nodel 5

USER userb AT nodeb 5

USER userc AT nodec 5

MESSAGE CMD 5 ( .MS

MESSAGE CMS 5 ( EXEC SQMCMD  .US .NO .MS
MESSAGE SQMPROFU EXEC SQMPROFU .US .NO .MS
MESSAGE SQMQPROF EXEC SQMQPROF .US .NO .MS
MESSAGE RDRLIST EXEC SQMRDRL .US .NO
MESSAGE SQMCONS EXEC SQMCONS .US .NO .MS
MESSAGE SDRESTRT EXEC SDRUSTRT .MS

MESSAGE SQMDBU EXEC SQMDBUR .US .NO .MS
MESSAGE SDRELOAD EXEC SDRELOAD .US .NO .MS
MESSAGE SDLISTLG EXEC SDLISTLG .US .NO .MS
MESSAGE SDAPLYLG EXEC SDAPLYLG .US .NO .MS
MESSAGE SDUNLOAD EXEC SDUNLOAD .US .NO .MS
MESSAGE SDRTRANS EXEC SDRTRANS .US .NO .MS
MESSAGE SDSHOWDB EXEC SDSHOWDB .US .NO .MS
MESSAGE SHOWDBS EXEC SDSHOWDB .US .NO .MS
MESSAGE SQMACCES EXEC SQMACCES .US .NO .MS
MESSAGE SQMFLIST EXEC SQMFLIST .US .NO .MS
MESSAGE TRACE EXEC SQMTRACE .US .NO .MS
MESSAGE SQMDBCMS EXEC SQMDBCMS .US .NO .MS
MESSAGE SQMDCHKQ EXEC SQMDCHKQ .US .NO .MS
MESSAGE SQMADBSP EXEC SQMADBSP .US .NO .MS
MESSAGE SQMADBEX EXEC SQMADBEX .US .NO .MS
MESSAGE SQMCDBEX EXEC SQMCDBEX .US .NO .MS
MESSAGE SQMDDBEX EXEC SQMDDBEX .US .NO .MS
MESSAGE SQMCIREO EXEC SQMCIREO .US .NO .MS
MESSAGE SQMCOLDL EXEC SQMCOLDL .US .NO .MS
MESSAGE SQMEVENT EXEC SQMEVENT .US .NO .MS
MESSAGE SQMEVDEL EXEC SQMEVDEL .US .NO .MS
MESSAGE SQMJDONE EXEC SQMJDONE .US .NO .PR .MS
MESSAGE SQMJEXEC EXEC SQMJEXEC .US .NO .MS
MESSAGE SQMJSTRT EXEC SQMJSTRT .US .NO .MS
MESSAGE SQMFLDEL EXEC SQMFLDEL .US .NO .MS
MESSAGE SQMREORF EXEC SQMREORF .US .NO .MS
MESSAGE SQMREORG EXEC SQMREORG .US .NO .MS
MESSAGE SQMREOTI EXEC SQMREOTI .US .NO .MS
MESSAGE SQMMNRPR EXEC SQMMNRPR .US .NO .MS
MESSAGE SQMMNSN EXEC SQMMNSN .US .NO .MS
MESSAGE SQMMNSL EXEC SQMMNSL .US .NO .MS
MESSAGE SQMMNSR EXEC SQMMNSR .US .NO .MS
MESSAGE SQMTAPEU EXEC SQMUTAPE .US .NO .MS
MESSAGE SQMDFDEF EXEC SQMDBREQ .US .NO .MS
MESSAGE FDEFSQL EXEC SQMDBREQ .US .NO .MS
MESSAGE START EXEC SQMDBREQ .US .NO .MS
MESSAGE STOP EXEC SQMDBREQ .US .NO .MS
MESSAGE SET EXEC SQMDBREQ .US .NO .MS
MESSAGE RESET EXEC SQMDBREQ .US .NO .MS
MESSAGE FORCE EXEC SQMDBREQ .US .NO .MS
MESSAGE CANCEL EXEC SQMCANCL .US .NO .MS
MESSAGE SQMDBEND EXEC SQMDBEND .US .NO .MS
MESSAGE SQMDBEGN EXEC SQMDBEGN .US .NO .MS
MESSAGE SQMMODEU EXEC SQMMODEU .US .NO .MS
MESSAGE SQMSTATU EXEC SQMUSTAT .US .NO .MS
MESSAGE SQMARCH EXEC SQMARCH .US .NO .MS
MESSAGE SQMRECOV EXEC SQMRECOV .US .NO .MS
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Figure 27. Example SQLMSTR PROFILE File (Part 1 of 2)
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MESSAGE SQMRECQT 2 ( EXEC SQMRECQT .US .NO .MS
MESSAGE SQMRECST 2 ( EXEC SQMRECST .US .NO .MS
MESSAGE SQMRECTQ 2 ( EXEC SQMRECTQ .US .NO .MS
MESSAGE SQMDBINI 2 ( EXEC SQMDBINI .US .NO .MS
MESSAGE SQMMNSVU 2 ( EXEC SQMMNSVU .US .NO .MS
MESSAGE SQMTAPEA 2 ( EXEC SQMTAPEA .US .NO .MS
MESSAGE SQMCUARC 2 ( EXEC SQMCUARC .US .NO .MS
MESSAGE SQMQUARC 2 ( EXEC SQMQUARC .US .NO .MS
MESSAGE SHOW 1 ( EXEC SQMUSREQ .US .NO .MS
MESSAGE COUNTER 1 ( EXEC SQMUSREQ .US .NO .MS
MESSAGE SQMQSTAT 1 ( EXEC SQMQSTAT .US .NO .MS
MESSAGE SQMDBLST 1 ( EXEC SQMDBLST .US .NO .MS
MESSAGE SQMEVDIS 1 ( EXEC SQMEVDIS .US .NO .MS
MESSAGE SQMSFILE 1 ( EXEC SQMSFILE .US .NO .MS
MESSAGE VERSION 1 ( EXEC SQMVERSN .US .NO .MS
MESSAGE SQMGCTRL 1 ( EXEC SQMGCTRL .US .NO .MS
MESSAGE ? ( EXEC SQMMSG ~ .US .NO .PR .CO .MM
MESSAGE ON

READER * = 1 ( EXEC SQMRDR .US .NO .PR .SP .FN .FT
READER ? ( HOLD

CLASS =

Figure 27. Example SQLMSTR PROFILE File (Part 2 of 2)

Maintaining the SQLMSTR CONTROL File

The SQLMSTR CONTROL file is built during the Control Center installation
process and is used for housekeeping purposes.

4 mm/dd/yyyy Control Center hh:mm:ss
LR ettt SQLMSTR CONTROL File Parameters ---------—-—-——-—--- *
Command ==> CTRLID: MSTRSRV1
NODE:  VMSYSTM1
Sqimstr-userid > SQLDBA
Log-copies > 5 (Number of Days to keep LOG files)
Spool-console > Y (Y or N, spool Control Center console
Backup-copies >3 (01d copies to keep of modified files

\

VMTAPE (e.g. DYNAMT, VMTAPE)

(specify DYNOPEN, if used w/DYNAMT)
VMTAPE  (Disconnected machine id)
$MAINT  (Tape manager code disk id)

Tape-manager
Dynamt-method
Tape-manager-userid
Tape-code-userid

vV Vv

L | | | | | | | | | | | A | | 1}
unononouononou \I} nuw u nonou n

Tape-code-address > 19E (Tape code disk virtual address)
Tape-code-filemode > Y (Tape code disk link filemode)
Disk-warn > 80 (Control Center disk full warn percnt)
Disk-full > 81 (Seriously full warn percent)
Disk-access-options >

Jobout-retention-days ==> 30 (Number of days to keep Job output
Date-time-format > USA (USA, EUR, IS0, JIS)

Press Enter to process changes

PF: 1 Help 3 End

Figure 28. Sample SQLMSTR CONTROL File

The service machine will receive many messages and will produce many listings
and logs. To prevent the 191 A-disk from being filled, only a limited number of

copies will be held, specified by the Log_copies and Backup_copies parameters.

Keep these numbers to the minimum needed. A full discussion of all fields is in
the IDR2 C;P1"77P1’fn1’ VM Control Center ngmm Directori]
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This file is normally configured during installation and will not need to be
changed. If modifications need to be made after installation, use the General Utility
Functions (G) option on the main menu and pick the SQLMSTR CONTROL file (S)
function.

Changing the DATE/TIME Format

All screen displays and Control Center reports now use a full 4 digit year. In
addition, you can choose from four different DATE/TIME display formats - ISO,
JIS, USA, and EUR.

A format is chosen at Control Center installation, or migration. If none is chosen,
USA is the default.

To change the DATE/TIME format:
1. Select Option G (General Control Center Commands).

2. Select Option S (View/Update SQLMSTR CONTROL FILE). The new field
(Date-Time-format) will be presented on the menu.

3. Change this field to any valid option and press ENTER to process the change.

4. Then choose Option N (NEWPROF) to restart Control Center. You will receive a
Control Center message as a result of issuing the NEWPROF command.

5. Next choose Option DT to reset your own date-time format. The new format
will then be displayed.

Maintaining the SQLMSTR DIRECTRY File

The SQLMSTR DIRECTRY file provides the interface with a directory of all
database and service machines at a given installation. It is used to make a unique
identification for each database in the system (local and remote nodes), and to
make switching easier within the panel and command mode interfaces. When this
file is properly built and available to Control Center users, only the database name
needs to be supplied in commands. The user interface will reference the
SQLMSTR DIRECTRY file to automatically direct the communication to the correct
service machine.

In this file each database is described in terms of:

* Database Machine Name or Database Nickname
* Database Machine Name (Virtual Machine Name)
* Service Machine User ID

* Service Machine Node ID

The service machine’s node ID must be the same as the database node ID. If a
database resides on a remote node ID, a service machine user ID at that node ID is
required (see example). With this information, every database, even if it resides on
a remote node, will be unique for the system.

This file will be updated when a new database is identified to Control Center. If
the machine on which the database is identified owns the code disk, the file will be
replaced on the code disk. Otherwise, the updated (merged) file is sent back to the
user who defined the database with instructions to send the file to the service
machine which owns the code disk, so that the file can be properly replaced. This
must be done by a Control Center Administrator. Note that this must also be done
for any SQLMSTR DIRECTRY files on remote nodes.

A helpful tip for installations with database virtual machine names that are
different from the dbname of the database is to use the dbname as the nickname
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within the SQLMSTR DIRECTRY file. This will allow users to specify either the
machine name or the dbname when using the Control Center interface (the service
machine will understand either name). If the same DBNAME is used within
multiple database machines, then an alternate naming scheme must be chosen to
keep the nicknames within the SQLMSTR DIRECTRY file unique. The following
example illustrates this point:

SQLDBA1  SQLMACH1 MSTRSRV1 VMSYSTM1
SQLDBAZ  SQLMACH2 MSTRSRV1 VMSYSTM1
SQLDBA3  SQLMACH3 MSTRSRV1 VMSYSTM1
SQLDBA4  SQLMACH4 MSTRSRV1 VMSYSTM1
SQLDBA5  SQLMACH5 MSTRSRVZ VMSYSTMZ2

Figure 29. Sample SQLMSTR DIRECTRY File

If multiple service machines are being used at the installation, then manual
updates to each SQLMSTR DIRECTRY file will be required to include entries
within each file for databases that are not defined to the corresponding service
machine. For example, if you have two service machines, one on node X and one
on node Y, manually add the databases on node Y to the SQLMSTR DIRECTRY
file on node X. Also manually add the databases on node X to the

SQLMSTR DIRECTRY file on node Y. A single common SQLMSTR DIRECTRY file
should contain entries for all databases accessible within the enterprise and should
be made available to users through a common disk. Another example is where
several service machines share the code disk of another service machine. In this
case, the code disk of the owning service machine should be updated to reflect all
databases of all service machines. The disk should then be relinked by each service
machine to pick up the new copy of the file.

The following example shows a SQLMSTR DIRECTRY file that contains entries for
two databases. Both databases have the same machine name but reside on different
nodes. In order to identify each database, we needed to give them a nickname
(SQLDBA1 and SQLDBAZ2). The first database exists on VMSYSTM1 and
communicates through the MSTRSRV1 machine on that node. The second database
exists on VMSYSTM2 and communicates through the MSTRSRV2 machine, also
located on VMSYSTM2. A database SHOW command could be issued for the first
database in command mode as:

SQM SQLDBA1 SHOW USERS

SQLDBA1  SQLMACH1 MSTRSRV1 VMSYSTM1
SQLDBAZ  SQLMACH1 MSTRSRVZ VMSYSTM2

Figure 30. Nickname Example with SQLMSTR DIRECTRY File

Operational Note: If the same database machine name exists on two different
nodes, you must always use the nickname to direct
communication to the correct database. In the previous
example, if a command was issued to SQLMACH], the results
would be unpredictable. If you had previously been
communicating with the database on VMSYSTM2, then Control
Center would direct your new command to the same node. If
you were previously communicating with a third (different)
database and directed a command to SQLMACH]1, the
command cannot be directed to your desired database. The best
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policy is to always qualify the database name with the node ID
or use the established unique nickname.

Maintaining the DBINIT CONTROL File

The DBINIT CONTROL file is used by the DBINIT EXEC to link and access the
appropriate 195 minidisk when using a Database Administration tool.

This file can be manually updated using Xedit or automatically updated using
appropriate options (either New Database Setup or Database Parameters).

Each database is described in terms of:

* Database name

* Database server production disk name or SFS directory names

* Address of minidisk with database server production code, or value "SFS", if SFS
is used

* User’s link address (disk address at user machine) (optional)

» User’s link filemode (user’s access filemode) (optional)

* RXSQL Code Disk owner, or SFS directory names if SFS is used (optional)

¢ Address of minidisk with RXSQL production code, or "SFS” if SFS is used
(optional)

¢ Link address for RXSQL (disk address at user machine) (optional)

* Link filemode for RXSQL (user’s access filemode) (optional)

* Optional nickname (VM MACHINE NAME or ID)

This file will be updated when a new database is identified to Control Center. If
the machine on which the database is identified owns the code disk, the file will be
replaced on the code disk. Otherwise, the updated (merged) file is sent back to the
user who defined the database with instructions to send the file to the service
machine which owns the code disk, so that the file can be properly replaced. This
must be done by a Control Center Administrator. The file will require manual
updating by the DBA to include RXSQL Control Center disk information if desired
for user availability. This file should be made available to all users who will be
executing the Database Administration tools of Control Center.

SQLDBA1 SQLDBA1 195 5FF E RXSQL22 198 * =
SQLDBAZ SQLDBAZ 195 5FF E RXSQL22 198 * =
SQLDBA3  SQLMACH3 195 =  * RXSQL31 198 = = SQLMACH3

Figure 31. Sample DBINIT CONTROL File

DB261VM SFSPOOL1:DB261VM.SQL.PRODUCTION SFS * * * * * % *
SQLDBA  SQLMACH 195 % % * * % % SQLMACH
DB2PROD DB2PROD 195 = * SFSPOOL1:DB261VM.SQL.RXSQL SFS * = =

Figure 32. Sample DBINIT CONTROL File Using SFS

With this information, the Database Administration tools of Control Center will be
able to automatically link and access the correct database server production disks
and RXSQL code disks (if available) for each database. This is especially important
for certain functions, such as migrating data between databases. The user ID must
also have authority to LINK and ACCESS the indicated disks in READ mode
without supplying a READ password. This must be attended to according to your
installation authorization procedures.
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Shared File System (SFS) Support

On a VM/ESA system, DB2 Server for VM can be installed in a CMS Shared File
System (SES) environment. With SES, the database service and production files are
located in directories rather than on minidisks. To access code within an SFS file
structure, the appropriate directory names together with a file mode must be used.
In the following example, the filepoolid, SFSPOOL1, contains the production and
service code for SQLMACH.

SFSPOOL1:SQLMACH.SQL.SERVICE
SFSPOOL1:SQLMACH.SQL.PRODUCTION

There are two ways to set up a database with SFS:

¢ From the New Database Setup function, select option N on the Main Menu,
followed by option PF4, or

* Through the Database Parameters function, select option P followed by option
U, and scroll forward to the Utility Parameters menu.

When the Database Name is Not the Virtual Machine Name

If your database name is not the same as the virtual machine name, be sure to
follow the format shown in [[able d for the DBINIT Control file.

You must also specify the database name in the dbname field of the Database
Startup Parameters file, see L ” . In
addition, make sure that the dbmachid (virtual machine) name is designated as the
filename for both the database PARMS and TAPES files.

Table 6. DBINIT Control File Format

Field Description

1 DBNAME or dbmachid. If the dbmachid or virtual machine ID is different from
the dbname, put the dbname in this field, then be sure to enter the dbmachid in
Field 10, or Field 6, if RXSQL is not used with the database.

2 DBMACHID that owns the database production code. If the production code
is on a shared disk, the dbmachid VM directory should contain a LINK
statement to that disk (LINK PRODBA 195 195 RR). Then use the dbmachid as
the disk owner. If SFS is used, specify the appropriate directory name.

3 Disk address where the production code resides (195), or "SFS”, if SFS is
used.

4 Link address used for the production code (optional field). If none, enter an
asterisk (*).

5 Filemode used to access production code (optional field). If none, enter an
asterisk (*).

6 Virtual machine ID that owns the RXSQL code disk or SFS directory name if

SFS is used (optional field). If none, enter an asterisk (*). This field can also
be used to specify the dbmachid, if RXSQL is not used with the database, and
the dbname is different from the dbmachid.

7 Disk address where RXSQL code resides, or the value "SFS”, if SFS is used
(optional field). If none, enter an asterisk (*).

8 Link address used for the RXSQL code (optional field). If none, enter an
asterisk (*).

9 Filemode used to access RXSQL code (optional field). If none, enter an
asterisk (*).

10 DBMACHID or virtual machine ID (nickname) when dbname is different from

the dbmachid (optional field).
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Please note from [[able 6 on page 88 above, to allow DBAs to use either VM
machine names (IDs) or database server names with various Control Center tools,
the DBINIT CONTROL file MUST contain the correct entries for those databases
which have different names from the VM machine id. The "optional nickname”
field MUST be the database VM machine id; (SQLMACHS3). If there are no RXSQL
parameters, the "optional nickname” parameter can be the 6th parameter.

Maintaining the DATABASE MESSAGES File

The DATABASE MESSAGES file contains message identifiers that will cause the
service machine to perform a predefined function when those messages are
received from a database machine through the SCIF communication interface. Each
message that needs to be trapped for the normal database functions (such as
archiving, recovery and adding dbspaces) is included with the Control Center
installation package.

The DATABASE MESSAGES file is the single point of control for all database
communications and automated operations functions. It provides a list of message
IDs (ARIO043I) that the service machine is programmed to expect from a database
machine. Each message ID within the DATABASE MESSAGES file has a
corresponding name of a module that will be executed by the service machine
when the message is received from any database machine.

w is an abbreviated example of the DATABASE MESSAGES file. The file
supplied with the Control Center code provides all entries needed for supported
database functions.

— Important:
An experienced user can insert additional entries for messages not currently
included, but existing entries must not be changed.

ARI0016I SQMA0151
ARI0025I SQMA0251
ARI00291 SQMA0291
ARI0043I SQMA0431
ARI0O0451 SQMA0451
DMSTLM4281  SQMD4281
HCPCFCOO3E ~ SQMDUMMY
HCPQCS150A  SQMH150A
HCPSECO68E  SQMUDONE
LOGOFF SQMDBDWN

Database is starting up (parameters)

Database is starting up

Still N active communication 1inks

The database came down

The database just started

EOV tape mark encountered/Tape filled

Unknown CP command option

Database machine issued a VM or CP read

End of Message from database OP command (ERROR)
Database machine was logged off

= o b b e

Figure 33. Sample DATABASE MESSAGES File

An installation can want to add new messages and action routines to the
DATABASE MESSAGES file for some function that is not included with Control
Center. The first step would be to create an exec (or module) that will be invoked
when the message is received by the service machine. The database machine name
and message will be passed to the exec as arguments when the exec is invoked by
the service machine. This exec should be placed on the service machine’s 195 code
disk. The second step is to add a new line to the DATABASE MESSAGES file on
the service machine. Do this by stopping the service machine, log onto it, update
the file, then start the machine back up. This can also be done using the Control
Center command mode interface with the MESSAGE option. See m

Center” on page 514,
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The format of each line of the DATABASE MESSAGES file is:

POSITION  VALUE DESCRIPTION

1-12 Msgid A message identifier that will be the first token
(bTank-delimited word) of the message received

14-21 Exec An executable module name (may be an exec or module)

23 Msgtype A one-character indication of the type of message,

I for Information, D for DB status, E for Error,
S for Severe Error

29-255 Descr Any text description of this message and action

Figure 34. Database Message Format

Maintaining the SQLMSTR HOLIDAYS File

The SQLMSTR HOLIDAYS file is an optional component of the Job Scheduling
tool. It allows an installation to define special days that should not be considered
by Control Center for scheduled job execution. For example, if the local installation
is closed for an entire week in July, Control Center can be instructed to avoid
scheduling jobs on any of these days. For each day that Control Center should
avoid, an alternate day can be provided, which the Job Scheduler will use instead.
When the SKIP option is used, the job does not run; it is postponed until the next
normally scheduled date.

See 'SQILMSTR HOIIDAYS File” on page 124 for a detailed explanation of the
SQLMSTR HOLIDAYS file setup and processing.

Maintaining the SQLMSTR TIMES File

The SQLMSTR TIMES file is initialized with three entries for a service machine
and one entry for a support machine. These entries must not be changed. Other
entries are dynamically added when jobs are scheduled or monitors are added, as
well as when other internal service machine events need to be scheduled. In
general, you should never modify this file. Scheduhng changes are made through

the job scheduling and monitor panels. Refer to [
Em for detailed information about scheduling.
Database TAPES File

Each database must have a TAPES file to allow Control Center to initiate and
manage database archive activity. The filename is equal to the database virtual
machine name; the filetype is TAPES.

The database TAPES file consists of a number of entries dealing with the archive
process. This file is used to set up archiving for each particular database. It does
not imply that tapes will be the medium for all archiving. The file is updated using
the Database Tapes Menu option on the Control Center main menu. See

‘ Z for a detailed description of tape

file setup and management.

The most significant parameter in this file is the SERIES parameter. This parameter
is used by the service machine to set up different sets of archive copies. You
should have at least three different sets of restorable copies of the database; the
database TAPES file will reflect that by having three different values for the series
parameter. Each series describes a set of tapes or files, which as a total, restores the
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database to a given point in time. Control Center will NOT work properly if less
than two tape series are used.

100 ARCHIVE 00000 00:00:00 FILDEF VOL100

100 LOG 00000 00:00:00 UNUSED SQL31DB 03269101 F 501
100 LOG 00000 00:00:00 UNUSED SQL31DB 03269102 F 501
100 LOG 00000 00:00:00 UNUSED SQL31DB 03279102 F 501

100 TRACE 00000 00:00:00 FILDEF VOLTOL
200 ARCHIVE 97086 11:09:58 FILLED VOL200

200 LOG 97086 11:34:56 FILLED SQL31DB 03279103 G 502
200 LOG 00000 00:00:00 UNUSED SQL31DB 03269105 G 502
200 LOG 00000 00:00:00 UNUSED SQL31DB 03279101 G 502

200 TRACE 00000 00:00:00 UNUSED VOLTO2
300 ARCHIVE 97086 11:49:02 FILLED VOL300

300 LOG 00000 00:00:00 UNUSED SQL31DB 03269106 H 503
300 LOG 00000 00:00:00 UNUSED SQL31DB 25039107 H 503
300 LOG 00000 00:00:00 UNUSED SQL31DB 25039108 H 503

300 TRACE 00000 00:00:00 UNUSED VOLTO3

Figure 35. Sample Database TAPES File

w is an example of a database TAPES file with three different series of
archives. In this example, database archives are directed to tape, log archives to
disk, and trace data to tape. The database has log archiving enabled. Archive series
200 is completed. The database archive for series 300 is also completed, but no log
archive has been taken yet. That means the next log archive will be in series 300,
because in that series the latest archive has been taken, to which the new log
archive logically belongs for recoverability.

An ARCHIVE entry must exist for every series, even if Data Restore BACKUPs are
used.

The FILEDEF for this log archive is not mentioned in this file because it can be
done dynamically when the log archive takes place (see database PARMS file). If
another database archive is taken, it will be directed to series 100, which was
FILEDEFed when the database was started. The system will update this file (and
the database PARMS file) every time an archive is taken.

Database PARMS File

Each database has a database PARMS file. The filename is equal to the database
virtual machine name; the filetype is PARMS. This file describes many
characteristics of the particular database. The general types of parameters within
this file include:

Authorization/Notification parameters
Utility parameters

Tape parameters

Archiving parameters

Database Startup parameters

VMDSS parameters

Data Restore parameters

See LAbout the Database Parameters Tool” on page 183 for a complete description

of these parameters.

No ok owbd =
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The first section, Authorization/Notification, provides a list of users authorized to
issue database manager commands for the database and additional users who will
be notified of various database errors and status changes.

The second section defines some operational parameters and preferences which are
used during database operation. For example: Do you want an automatic archive
to be performed after adding a DBEXTENT? If your preference is YES, the
Archive_addextent parameter will equal Y.

The third section provides information about tape mounting and tape handling for
the database, such as tape density, retention period, and whether scratch tapes or
predefined tapes should be used.

The fourth section provides the link with the database TAPES file (described
above). This section is also initially filled during the installation of Control Center,
but will be maintained by Control Center when an archive is taken.

7

In ile”), the archive_series parameter is set to 200,
which matches the FILEDEF for the next database archive in the database TAPES
file. The Logarch_series is set to 100 because the next log archive is associated with
the last full database archive.

Important:
In the initial setup it is very important that the Archive_series parameter has
a different value than the Logarch_series parameter.

The fifth section of the PARMS file consists of the database startup parameters,
which can be changed by the Administrators and DBAs when the database is up.
They become effective the next time the database is started.

The sixth section of the PARMS file consists of parameters that must be specified
for Data Restore functions such as BACKUP, TRANSLATE, RESTORE, UNLOAD,
and RELOAD. These new parameters are described in further detail in

wﬂﬂ@wﬂm&m—w’ .
Sample Database PARMS File

R e e o e R T T R T R S R R S 2 S 2 R S L L L

* SQLDBA PARMS (Sample) *
B X e kokkkkokkokkkkkkkkkkokkkkkhkokkkkkkkkkkkkk*
:Nick.SQLDBA

:Version.7.1.0

:Ccversion.7.1.0

:Administrators.DBAl DBA2 AT NODE3

:Operators.0OPER1 AT NODE2 OPER2

:Users.USER1 AT NODE2 USER2

:Notify_error.DBA1 DBA2

:Notify_severe.DBAl

:Notify_dbstatus.DBAL

:Notify_operator.

B R R R R o R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
*xx  Utility Parameters *kk
:S_Disk_Userid_Directory.SFSPOOL1:SQLDBA.SQL.SERVICE
:S_Disk_Address_or_ SFS.SFS
:S_Disk_Userid_Directory_ filemode.V
:P_Disk_Userid_Directory.SFSPOOL1:SQLDBA.SQL.PRODUCTION
:P_Disk_Address_or_SFS.SFS
:P_Disk_Userid_Directory_filemode.Q

92  Control Center Operations Guide for VM



Managing the Control Center Environment

:Archive_addspace.N
:Archive_addextent.N
:Uarchive_enabled.N
:Submit_routine.
:Cancel_routine.
:Spool_console_option.N
:Sqlend_quick.N

B e e e e e T T T S R R S R R S L R R L e L L e L L *kk

*kk

Tape parameters Hkk

:Tape_density.38K
:Scratch_tape_option.N
:Tape_retention.365
:Tape_archive_dsn.IU.SQLDBA.ARCHIVE
:Tape_Tog_dsn.IU.SQLDBA.LARCH
:Tape_trace_dsn.
:Scratch_pool.SPSQLDBA
:Logtape_premount.N

EEEE R R R R R R Rt R R R R R R R R R R e R R R R R R R R R R R R R R R R Rk ek

*kk

Archiving/Tracing parameters Kk

:Archive_media.TAPE
:Archive_blksize.28672
:Archive_series.200
:Logarch_media.TAPE
:Logarch_blksize.28672
:Logarch_series.100
:Trace_media.DISK
:Trace_blksize.4096
:Trace_series.100

B R R R R R R R R R R Rk Rk kR R R R R

*kk

STARTUP parameters Kk

:Dbname.SQLDBA
:Dcssid.
:Sumdcssid.
:Sysmode .M
:Dbmode.
:Logmode. L
:Startup.W
:Ncusers.8
:Npagbuf.500
:Ndirbuf.500
:N1rbu.
:Nlrbs.

:Dispbias.

:Ncscans.
:Chkintvl.
:STogcush.
:Archpct.75
:Soslevel.
:Charname.
:Ltimeout.
:Account.D
:Dumptype.
:Extend.
:Syncpnt.
:Tracebuf.10
:Tracdbss.00010000100
:Tracrds.020000
:Tracdsc.00
:Tracconv.0
:Tracwum. 0
:Tracdrrm.0000
:Tracstg.1
:Progname.
:Tracing.OFF
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:Amode.
:Protocol.
:Npackage.
:Npackpct.
:Tcpport.
:Tcpportr.
:Sectype.
:Secalver.
:Ptimeout.
:Procmxab.

KARkAA kAR A A h I Ak h Ak hhhhhhhhhhkkdhhdhhhhhhhdhhdhhdrhdhhhhhdhhkdrhhxhdxkx
**%x  |MDSS parameters Hokk
:Mapping.
:Saveintv.
:Sepintdb.
:Targetws.

KKK KKKKRKRKRRKRKRRRKRRRKkhhkkhhkkhkhkhkhkhkhkkhkhkkkhkkkhkkkhkhkkhkhkkhkhkkkhkkkhkkkhkkkkk*%
**%x  Data Restore parameters Hkk

:Drmstr_enabled.N

:Data_restore_machine.

:Drtape_premount.N

:Data_restore_lang.S001

:Dual_backup.N

:Backup_wrksize.2048

:Backup2_media.

:Backup2_scratch_tape.

:Incbackup_enabled.

:Incbackup_series.100.01

:Auto_full.

:Current_increference.

:Translate_media.

:Translate_scratch_tape.

:Tape_translate_dsn.

:Tape_unload_dsn.

:Tape_backup_dsn.

:Tape_backup2_dsn.

This file is updated by Control Center or by an administrator. When a database
archive occurs, the series parameters for archives and log archives will be updated
by the service machine. Startup parameters will normally be changed by
authorized users (Administrator, DBA).

Problem Resolution

Due to the asynchronous operation of Control Center, it is sometimes difficult to
determine the cause of problems when they occur. When it is necessary to debug a
problem, there are several sources of information available.

Each service machine keeps a running log on the 191 A-disk of every interrupt that
occurs. This log can be viewed by linking the service machine’s 191 A-disk in
READ mode and using XEDIT or BROWSE to examine the current

SQLMSTR LOGyyddd file (where yyddd is the Julian format date; yy is the year and
ddd is the day of the year).

This file shows the sequence of interrupts that have occurred on the service
machine for the day indicated by the Julian date. Control Center keeps logs of
prior days’ activities up to the number specified by the Log_copies parameter of
the SQOLMSTR CONTROL file.
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A more detailed source of information is available in the SQLMSTR CONSOLE file
of the service machine. This spool file records every screen I/O that is normally
displayed on a terminal (console) if the machine was not running in disconnected
mode. By viewing the SQLMSTR CONSOLE file, you see everything that you
would see if you were logged onto the service machine during the entire time
period covered by the console file.

Similar to the SQLMSTR LOGyyddd file, the SQLMSTR CONSOLE file is normally
kept on a daily basis. Each night at midnight, the console is closed and the file
transferred to the user ID specified on the OWNER statement in the

SQLMSTR PROFILE file. The OWNER finds a new SQLMSTR CONSOLE file in
their virtual reader each day, where it can be examined for possible errors and
purged as desired.

At any given time, a user with Control Center’s Administrator authority can have
the current SQLMSTR CONSOLE closed and transferred to the requestor for
debugging purposes. This is done in Control Center’s command mode by using the
SQOM CONSOLE command, or in panel mode by selecting the CONSOLE CLOSE
(CO) option under the General SQLMASTR commands (G) option on the Control
Center main menu.

For problems related to a specific database, the machine’s 191 A-disk contains
several files which can help in debugging. Each file has a file name of the database
machine name. The file type differs depending on the information within it. For
example, there is an SQLSTART file that is the CONSOLE output of the database
machine from the last time the database was started.

Each single user mode activity is also recorded in a separate file on the machine’s
191 A-disk.:

* The last database archive is recorded in a file with a file type of ARCHLOG.

* The last database recovery is contained in a file with a file type of RECOVLOG.

¢ The previous execution of the ADD DBEXTENT function is recorded in a file
with the file type ADBEXLOG.

* The DELETE DBEXTENT information has a file type of DBEXLOG.

* The last ADD DBSPACE execution is logged in a file with a file type of
ADDSPLOG.

¢ The last COLDLOG has a file type of COLDLOG.

* The previous execution of a Catalog Index reorganization is recorded in a file
with a file type of SQLCIREO.

* A Single User Mode Reorganization is recorded in a file type of SOMREORG.

The most common problems encountered with Control Center are related to the
communication interface between the Control Center virtual machine and the
database virtual machine. When the SCIF interface is not set up properly, then the
Control Center virtual machine does not receive the database messages that are
necessary for correct service machine operation. This will further result in the
database not receiving the commands from Control Center to perform the expected
operations.

The SCIF interface is tested during database startup and an error message will be
sent to Control Center users if the interface is not operational. When this type of

problem occurs, VM and SCIF expertise will be required to debug the cause and

provide a solution.
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Chapter 9. Getting Started

This chapter provides you with enough information to get you started in using
Control Center in your environment. You will be introduced to the Control Center
panel interface, the Control Center Main Menu, list panels and response panels, and
we will show you how to tell Control Center which DB2 Server for VM database
you want to work with.

After completing this chapter you'll be all set to start learning and using the
Control Center tool set described in the remaining chapters of this book.

Using Control Center

To use Control Center you must first link and access the Control Center code disk
in READ mode with an available virtual device address (cuu) and access mode.

Starting a Session

Control Center can be invoked in panel mode by typing "SQM" from CMS and
pressing ENTER. To start the service machine in command mode, type "SQM"
along with one or more command arguments. If you are a first-time user, use panel
mode, which provides you with an interface that guides and assists you
throughout all of the Control Center tools and functions.

Even if you are not a first-time user, you are likely to find that panel mode is the
easiest and fastest way for you to do the work you need to do. Command mode is
available and in some situations may be the better approach. Nevertheless, we
have decided to leave the details concerning command mode operation to

a . 2

Control Center Main Menu

After you have started Control Center, you will see the Control Center Main Menu,
shown in
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/mm/dd/yyyy CONTROL CENTER hh:mm:ss )
K e Main Menu =--=---mmm e *
Option ===> [ CTRLID: MSTRSRVl
Database => SQLDBA NODE:  VMSYSTM1 |3
D DBA FUNCTIONS
0 Operator Commands C Change CTRLCTR Userid
S Database Status P Database Parameters
SI Database Startup (Immediate) E  SQLEND Database (Menu)
SS Database Startup (Scheduled) U Database Utilities
A Database Archiving (Menu) R Database Recovery (Menu)
T Database TAPES (Menu) M Database Monitoring
V View Message Log VJ View Database Job Schedule
Q QMF Tools DR Data Restore
SL Search List Tool
E wkkkkkkxkkkk CONTROL CENTER ADMINISTRATOR FUNCTIONS — sskoksokkskokshohksokshs
N New Database Setup AU CTRLCTR Authorization
MS Master Schedule G General CONTROL CENTER Commands
E ------------------------------------------------------------- SQMMENU------ *
PF: 1 Help 3 EXIT 5 What's New Updated <------
o J

Figure 36. Control Center Main Menu

Some things you should know about the main menu are:
[} The Option Line— You invoke options by entering the option abbreviation
on this line and pressing the ENTER key. The option abbreviation is the one to
two-character identifier highlighted to the left of the option description. They
can be entered in upper or lower case. Some options include one or more
parameters which you may need to provide prior to invoking (none are shown
on the Main Menu). The option description will identify any available
parameters. Valid choices for a parameter are separated by a vertical bar ().
Parameters shown in uppercase are to be entered as is. Those shown in
lowercase are for you to supply.

In addition to the Control Center options, you can also invoke any valid CMS
command from the option line by preceding the command with CMS.

[ CTRLID & NODE—These fields identify the VM system ID and node,
respectively, of a service machine in your environment. 3 A communication path
is established with this service machine enabling you to work with any of the
databases that it manages, assuming you have the proper authority.

Note: Prior to invoking any of the Control Center tools you must first establish
a communication path to a service machine in your environment. Refer

to Contro enter Commun on Path Setting” on page 103 for

additional information on establishing and changing your
communication path.
Database Entry Field—Enter the name or the defined nickname of the
database machine you want to work with in this field. 4 Refer to
ing” for additional information.
[ DBA Functions—This area of the main menu lists the Control Center
functions available to a database administrator. Most functions invoke Control
Center tools which require you to have the proper authority against the
selected database.

3. Your local Control Center administrator can provide you with this information.

4. For a list of established database nicknames, select Option G (General Control Center commands) from the Control Center Main
Menu, followed by Option D (View SQLMSTR DIRECTRY file), or consult with your local Control Center administrator.
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@ Administrator Functions—This area of the main menu lists the Control
Center functions available to an administrator. Administrator functions pertain
to the operation of Control Center itself, and require the highest level of
Control Center authorization to execute.

@ The Message Line—Control Center displays information and error
messages on this line.

[A Program Function (PF) Keys—PFkeys are always shown at the bottom of
the panels. What each key does depends on the panel being displayed.
However, you can always count on PF1 to provide you with help for the
displayed panel and PF3 to back you out to the previous panel.

Other Type of Panels
While using the Control Center you'll encounter numerous menu panels like the
main menu. Except for the available options, PF keys, and input fields, they all
operate in a similar manner. Other types of panels you are likely to encounter
include list panels and response panels. These are discussed in the sections

Ranels” on page 103 and U ”
Fast Path Navigation

The Control Center Fast Path facility allows you to more quickly and easily
navigate the many Control Center menus and tools. You can:

* Move from one menu to another,
* Move from CMS to specific Control Center menus,
* Exit directly to CMS from within a Control Center menu.

When you first invoke Control Center from CMS with the fast path facility, the
database name found in the user’s LASTING GLOBALYV file under the tag SOM
DATABASE is used. At the same time, each utility initializes itself with the
database name used during the last previous execution. Be careful that you do not
assume which database will be affected when you use fast path to go directly to a
low level utility screen. Either:

* Check the database name in the LASTING GLOBALY file before you invoke the
utility, or

* Use the database name field on the utility panel to switch to the desired
database, or

* Bring up the Control Center Main Menu, change the DBNAME field, then use
fast path to go directly to the desired utility.

How to Use Fast Path

You can use fast path commands to proceed to a specific Control Center screen
from another screen or from CMS. From the Control Center menu screens which
supply a command line, enter an equal sign (=) followed by the tool or panel
designator, and options (if known). For example:

=A.S.SA DVERIFY TRCPURGE

This example displays the Job Scheduler screen for scheduling a SQLEND
ARCHIVE with the DVERIFY and TRCPURGE options as depicted in

. This illustrates the general rule that if a lowest level panel has associated
parameters, you can specify them following the tool or panel designator.
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/,mm/dd/yyyy CONTROL CENTER hh:mm:ss )
e e L PP Job Scheduler ---=---mmmmmm o *
Command ===> CTRLID: SQMSTTS1

Jobname ==> NODE: WMAVM1
Job-status ==> S (S=Scheduled, A=Active, F=Failed, I=Inactive)
Priority ==> 5 (1 through 9, 1 = HIGH, 9 = LOW )

Next-start ==> 19970311 23:00 ( format: YYYYMMDD HH:MM )
Window-end ==> 19970312 08:00 ( format: YYYYMMDD HH:MM )
Schedule-interval ==> ONCE ( ONCE or form nnnXX, where XX is:

MI, HR, DY, WK, WD, WE, MO, YR )

Required-database ==> SQL34DBA ( Database machine-id )
Required-dbstatus ==> U ( U=Up, D=Down, A=Any )
Dependent-jobname ==> ( Prior job must run first )
Dependjob-result  ==> _ ( S=Successful, F=Failed, A=Any )
Average-runtime ==> 01:00 ( format: HH:MM )

Last-jobstart ==> Last-jobend ==>

Notify ==> ANDYS

Execute ==> SQM SQL34DBA SQLEND ARCHIVE DVERIFY TRCPURGE

Enter parameters and press PF6 to schedule
LR e SQMSCHDS----*
PF: 1 Help 2 Detailed Help 3 End (Cancel) 6 Schedule
- J

Figure 37. Scheduled Sqlend Archive Using Fast Path

To invoke a specific Control Center tool from CMS, enter SQM, 1 blank space, an
"=" sign, followed by the tool/panel designator and any options.

SOM =0.A Issue Operator Command, SHOW ACTIVE
SOM =U.R Invoke SQLREORG menu

SQM =S.D Display STATUS of your database

SOM =M.A Add new Monitor

Where Fast Path is NOT Available

Some screens do not have a command line and therefore, do not support fast path
navigation. You can in some cases, however, be provided with PF keys to allow
you to exit to CMS or return directly to the Main Menu.

Fast Path Help and Hints

To use fast path, enter the equal sign (=) followed by the tool/panel designator in
the OPTION field on the Main Menu and press ENTER. From there, you can build
on the fast path command by specifying a period (.) followed by the designator
that identifies the function displayed on that screen. Continue this until you reach
the lowest level screen (=U.CL.S).

If you enter a fast path command without specifying a required parameter, the
effect is the same as if you invoke the command through the panels. The panel is
redisplayed with a highlighted error message indicating a missing or invalid
parameter.

Eigure 38 on page 101 shows the primary tool designators you can use in fast path

Navigation.
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- Operator commands

- Status

- Startup (Immediate)
Startup (Scheduled)
Archiving

- Tapes

- View message log

- QMF Tools

O unuvunwo
w =
[

N - New database setup
MS - Master Schedule

SL - Search/List

X - eXit to CMS

Change sqlmstr userid
Parameters

sqlEnd

Utilities

Recovery

Monitoring

View Job schedule

View Job schedule

Data Restore

control center AUthorization
General control center commands
Main Menu

Figure 38. Primary Fast Path Command Designators

g

1 shows the second level or option

designators following the tool to which they apply. Chain an option and its
parameters to the tool designator to go directly to the screen you desire.

Secondary Fast Path Command Designators

0 - Operator Command Tools

A Active

.B Buffers

.CO Counter *|name

.CP Counter Pool *|n|DIR|UNMAPPED
.E Dbextent

.F Force uid|AGENT n (DISABLE)
.I Invalid

.L Log

.LA Lock Active

.LG Lock Graph uid|AGENT n

.LM Lock Matrix

.LU Lock User uid|AGENT n|ALL

.P- Pool ALL|SUMMARY |DELETED|pool
.PR PROC *|proc-name AUTHID

.R Reset *|name

.RI Reset Internal (Counter)

.RP Reset Pool *|n|DIR|UNMAPPED
.ST Set Parameter name newval

.SP Set Pool nl|nl-n2 DSn STR|SEQ
.ST Set Targetws n

.WT Show Targetws

.S System

.TO Trace Off

.U Users

.VS Start pserver group|name

S - Database Status Tools

.D Display status of Database

Address
Connect
Counter Internal *|name
Dbconfig

Dbspace n

Indoubt

Initparm

module-name

Lock Dbspace ALL|n

Loghist ALL|n|SERVICE

CRR Lognames

Lock Wantlock uid|AGENT n|ALL
Stop Proc *|proc-name|auth
Start Proc *|proc-name authid
Reset Indoubt =*|ids

Reset CRR Lognames

Set Saveintv n

Show Saveintv

Storage

Pserver *|Group

Trace Start

Stop Pserver group|name

.S Display status of all databases for Control Center machine
.N Display status of all databases on Node
.A Display status of all databases in SQLMSTR Directry

A - Archiving Tools

.I Immediate Archive
.SA Sqlend Archive parms
.SL Sqlend Larchive parms
.SU Sqlend Uarchive parms
.BU BACKUP parms
.BI BACKUP INCREMENTAL parms

A
.L

(parms = DVERIFY, TRCPURGE)

Archive
Larchive
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.S Schedule Archive
.SA Sqlend Archive parms A Archive
.SL Sqlend Larchive parms .L Larchive
.SU Sqlend Uarchive parms
.BU BACKUP parms
.BI BACKUP INCREMENTAL parms

.C Cancel archive .L view previous archive Log
.VJ View database Job schedule VT View Tape catalog
.H display archive History .TM Tape catalog Maintenance

.ST Acquire new SCRATCH TAPE and add to tapes file (VMTAPE or DYNAMT)
T - Tapes Tools

.V View tape catalog .M Make changes to tape catalog
.S Acquire new scratch tape and add to tapes file (VMTAPE or DYNAMT)

P - Parameters Tools

.V View parameters .U Update parameters
.S display last used Startup parameters
.VS View Storage pool specification file (VMDSS)
.US Update Storage pool specification file (VMDSS)
E - Sqlend Tools (parms = DVERIFY TRCPURGE)

.N sglend Normal parms .S Schedule sqlend parms
.Q sqlend Quick .SQ Schedule sqlend Quick

U - Database UTILITY Tools

.E add dbExtents

.D Delete dbextents

.RD Reorg Driver tool

.RI Reorg Index tool

.SL Search/List

.B sqlrBind

T sqlTable

.C Copy/move dbextents

.D Directory disk

.L Log disk

.CO COmmand (CP DET 181)
.1 Immediate command
.S Scheduled command

R - Database RECOVERY Tools

.I Immediate
.S Schedule
.C Cancel

.R Restart after recovery failure

.TM Tape catalog Maintenance

.A Add Dbspaces

.L List Files

.QE Query Extents

.RS Reorg Single User

.M SQLMAINT

.R SQLREORG

.E data Extent

.CL Database Coldlog

.I Initiate Coldlog

.S Schedule Coldlog

.RC Reorg Catalog indexes
.1 Initiate sqlcireo
.S Schedule sqlcireo

.VJ View database Job schedule

.H display archive History

.L view Log of previous recovery
VT View Tape catalog

.ST acquire new Scratch Tape and add to tapes file (DYNAM/T and VMTAPE)

M - Database MONITORING Tools

.A ADD a new monitor
.D DELETE a monitor

.L LIST monitors for this database

.M MODIFY an existing monitor

.1 QMF

.2 LIST queries, procs, and forms

.3 CREATE FILE
.4 TRANSFER OWNER
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.P PURGE (refresh) a monitor report
.R Display REPORT for a monitor

.S Display SCHEDULE for monitor(s)
.V View (display) a monitor

Q - Query Management Facility Tools (QMF Tools)



MS - Master SCHEDULE Tools

.VJ View scheduled Jobs .VE View Events in SQLMSTR TIMES
.SJ Schedule a Job .SE Schedule an Event in TIMES

DR - Data Restore Tools

.T TRANSLATE ARCHIVE .VJ VIEW JOB SCHEDULE
.U UNLOAD DBSPACES .S VIEW DRMACH STATUS
.R RELOAD TABLES .SR RESET DRMACH STATUS
.LL LISTLOG .D  SHOWDBS

.AL APPLYLOG
AU - SQLMSTR Authorization

.A Add .D Delete
.M Mum machine L List
G - GENERAL Control Center Commands

issue Command to CTRLCTR

.CO close and display CTRLCTR COnsole

View SQLMSTR Directry file

FILELIST * = (Defaults to SQLMSTR LOG*)
Initialize SQLMSTR Control

NEWPROF (restart CTRLCTR, read SQLMSTR profile)
CTRNCTR Reader List

Terminate CTRLCTR

View/Update SQLMSTR Control File

.SO Spool CTRLCTR console

.SS Stop spooling CTRLCTR console

LN =Z+H-TTOOO

Control Center Communication Path and Database Settings

Depending on your environment, you can have several service machines in
operation on one or more CPUs. Each service machine can manage several DB2
Server for VM databases on that CPU. To work with a specific database, you must
establish a communication path with the managing service machine and specify
the database server machine.

Together, the database name specified in the Database entry field and your
established communication path identify the database server you are working

with. Figure 39 on page 104/ and the following discussion help to illustrate this.
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CPU 1: YMSYSTM1 CPU 2: VYMSYSTM2

DB2 DB2 DB2
Database Database Database
Machine Machine Machine
SQLDBA1 SQLDBA2 SQLDBA3

a- + B %

CTRLCTR CTRLCTR

Service Service

Machine Machine
MSTRSRV1 MSTRSRV2

~
v
User

Machine < \YAVAY/

MSTRUSR

Figure 39. Control Center communication paths

Shown is a two-CPU environment, VMSYSTM1 and VMSYSTM2. Database
manager machines SQLDBA1 and SQLDBA2 operate on VMSYSTM1 along with
the Control Center service machine MSTRSRV1 and user machine MSTRUSR. The
database manager machine SQLDBA3 and the Control Center service machine
MSTRSRV2 operate on VMSYSTM2.

[Cable A shows the database field entry and communication path settings necessary
to work with each of the databases from user machine MSTRUSR.

Table 7. Database field entries and communication path settings

To work with a Database Input Field Communication Path Settings
Database: Entry CTRLID NODE
SQLDBA1 SQLDBA1 [} MSTRSRV1 VMSYSTM1
SQLDBA2 SQLDBA2 @ MSTRSRV1 VMSYSTM1
SQLDBA3 SQLDBA3 @ MSTRSRV2 VMSYSTM2
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Control Center Communication Path Setting

Prior to working with a specific database server, you must establish a
communication path with the managing service machine. This can be done
explicitly using Option C, Change CTRLCTR user ID, on the main menu, or
implicitly by specifying a new database machine in the Database entry field. See
d ing”l. In the latter case, Control Center will
automatically switch your communication path to the proper service machine.

Once established, your communication path will remain in effect (between sessions
and system log-off/log-on) until explicitly or implicitly changed as described
above.

Control Center Database Setting

A single service machine is capable of managing up to 26 databases. It is necessary
for you to identify which database you want to work with by entering the
database machine name or defined nickname in the Database entry field. 5 The
database name can be qualified with a node ID such as VMSYSTM1.SQLDBA1 to
specify a particular CPU node if duplicate database machine names exist on
different CPUs in your environment.

List Panels

Several Control Center tools present information to you in list format. Shown
below is the DBSPACE List Utility, which is a part of the Object Search and List

tool.
/mm/dd/yyyy CONTROL CENTER hh:mm:ss h
Hemmmmmemmeeeemee—m—em—eeee DBSPACE List Utility ===--e-ccmmemmcmcccccccmaas *
| Database => SQLDBA
hSEL SPNO OWNER  NAME POOL PAGES ~ NACTIVE PIDX PCTF LOCK
_ 3 PUBLIC  HELPTEXT 1 8192 -1 33 10 P
_ 4 PUBLIC  ISQL 1 1024 3 33 15 T
_ 5 PUBLIC  SAMPLE 1 512 3 33 5 P
11 PUBLIC  SQLMAINT 3 128 1 33 15 P
_ 1 PUBLIC  SYS0001 1 12800 58 60 0 T
2 PUBLIC  SYS0002 1 2048 -1 0 1 P
[ select: S = SHOW DBSPACE L = SHOW LOCK T = TABLE
R = REORG A = ACQUIRE U = UPDATE STATISTICS D = DROP
Page 1 of 1
T S S S S SQMDLST2----- *
ErF: 1 Help 3 QUIT 4 StatHistory 7 Bkwd 8 Fwd
9 Sort/Name 10 Sort/Spno 11 Sort/Pages 12 Sort/Pool
- J

Figure 40. Control Center List Panel

Some things you should know about list panels are:

5. For a list of established database nicknames, select Option G (General Control Center commands) from the Control Center Main
Menu, followed by Option D (View SQLMSTR DIRECTRY file), or consult with your local Control Center administrator.
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[} The SELect Column—It is here you enter options to be executed against
specific rows in the list. Options are entered using the one to two-character
option abbreviation highlighted to the left of the option description (see [§).
They can be entered in upper or lower case. Only one option can be entered
per row; however, you can enter options on multiple rows. Options are
executed sequentially, from top to bottom, when you press ENTER.

[ The Item List—The Control Center displays in this area one or more rows
of information. Headings identify each column. If more rows exist than can be
shown on a single page (see @), then use PF7 and PF8 to page backward and
forward, respectively.

List Options—Shown here are the available options.

] The Message Line—Control Center displays information and error
messages on this line.

A Page x of y—The current page x you're viewing and the total number of
available pages y is shown on this line. Pages can be scrolled backward and
forward using PF7 and PF8, respectively.

Program Function (PF) Keys—PF keys are always shown at the bottom of
the panels. What each key does depends on the panel being displayed.
However, you can always count on PF1 to provide you with help for the
displayed panel and PF3 to back you out to the previous panel.

Unique to list panels are "sort” PF keys which allow you to sort the rows by
values in specific columns. For example, PF12 Sort/Pool sorts the list by the
values in the POOL column.

Response Panels

Response panels display information sent to you by a service machine in response
to an action or activity you initiated against a database. Responses are sent as files
to your virtual reader that Control Center automatically displays using the

CMS PEEK command. CMS PEEK places you in the XEDIT environment, editing
the file spoolid PEEK AOQ. The full power of XEDIT is available to you while you
peek the response file.

For additional information, refer to the PEEK command in the VM/ESA: CMS
Command Reference manual.
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| N
2634 PEEK AQ V 255 Trunc=255 Size=9 Line=0 Col=1 ATt=0
File SQLDBA URESP from MSTRSRV1 at VMSYSTM1 Format is DISK-DUMP.
* % % Top of File * *
Userid: MSTRUSR Date: 97/03/16
At Node: VMSYSTM1 Time: 07:58:09
[] Request: SHOW ACTIVE for database SQLDBA at VMSYSTM1
@ Sstatus of Agents:
Checkpoint agent is not active.
5 agent(s) not connected to an APPL or SUBSYS.
ARIO065I DB2 operator command processing is complete.
* % x End of File » % *
E 1= Help 2= Add Tine 3= Quit 4= Tab 5= Clocate 6= ?/Change
7= Backward 8= Forward 9= Receive 10= Rgtleft 11= Spltjoin 12= Cursor
A ----
XEDIT 1File
o J

Figure 41. Control Center Response Panel

Some things you should know about response panels are:
A spoolid PEEK A0—The name given to the response file by the CMS PEEK
command. See [ ion”l,
A MSTRSRV1 at VMSYSTM1— ID and node of the service machine which
generated and sent you the response file.
Date and Time—When the response file was generated.
[ Request Information—Your request, in detail, which elicited the response.
E Information Area—The requested information or, in the case of an error,
error information.
@ Program Function (PF) Keys—Refer to the PEEK command in the VM/ESA:
CMS Command Reference manual.
[ The Command Line—Refer to the PEEK command in the VM/ESA: CMS
Command Reference manual.

Saving Response Information

When you quit the response panel using PF3, the response file is discarded from
your virtual reader and is no longer available. You can elect to save the file to your
disk in one of two ways. PF9 will receive the file to your A-disk using file name
spoolid PEEK (see [[J). Or, you can enter the XEDIT FILE command followed by
the filename, filetype and filemode on the command line.
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Chapter 10. Job Scheduling Tool

Overview

The Job Scheduling tool is an integrated and flexible tool for scheduling the
automatic execution of other Control Center tools. One-time activities such as
adding a dbextent can be scheduled to execute once at a specified date and time;
repetitive activities such as performing an archive can be scheduled to execute on a
routine basis. Jobs can be executed sequentially, where each job is dependent on
the completion of the previous (single-threaded execution), or concurrently as
independent activities (multiple threaded execution).

Job control features include defining job priority; execution dependencies on
database availability, support machine or service machine availability, and
completion of other jobs; and a time window for job execution to begin and
complete within.

Additionally, "no-process” days can be defined for your installation, such as local
holidays or when your site is shut down. The product avoids scheduling jobs on
these days and automatically reschedules them to execute on a specified earlier or
later day.

How You Might Use the Job Scheduling Tool

As an example of how you might use the Job Scheduling tool, consider the time
and work involved to manually initiate each tool to perform a full database
archive, immediately followed by several DBSPACE reorganizations when the
database returns to multiple user mode, followed by a log archive when all
reorganizations complete. Compound this effort by the number of times you want
to repeat the process. Once every month? Once every week? Using the Job
Scheduling tool you can establish a thread of inter-dependent jobs to complete the
same process, from start to finish, automatically. Furthermore, you can schedule
the process to run repeatedly, such as every five days, and optionally during
off-shift hours.

Advanced Usage: Although it is beyond the scope of this chapter, the Job
Scheduling tool can also be used to schedule non-Control Center
tools, such as your own internally developed tools, to execute

on a Control Center support machine. See [Appendix D_Master

12

Before You Begin

If you plan on scheduling the execution of Database Administration tools, you

should:

* Know the machine ID of a previously installed Control Center support machine
able to work with the database you're working with (contact your Control
Center System Administrator).

« Review how Database Administration tools work. Refer to I‘Control Center Toold

Querview” on page 7.
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Who Can Use the Job Scheduling Tools

Use of the Job Scheduling tool and Job Schedule List tool requires Control Center
DBA authority or greater.

How Job Scheduling Works

The Job Scheduling tool itself runs on the Control Center service machine. It is
here that the product maintains all job schedules, control files, and execution
history files; performs job analysis; and initiates job processing, regardless of where
the tool will actually execute. The product initiates System Administration tools to
execute directly on the target database machine and Database Administration tools
to execute on a specified Control Center support machine.

— Note:

¢ Database Administration tools must not be scheduled to execute on the
service machine where they will adversely impact the product’s ability to
communicate with the database machines it manages. These tools should
be scheduled to run on a Control Center support machine. Refer to
for a list of tools.

¢ System Administration Tools should always be scheduled to execute on the
Control Center service machine. Refer to [lable 1 an page § for a list of
tools.

The product will notify you when a job executes, if it fails, and if it does not
execute within its defined execution window (discussed later). It also keeps a
running history of each job execution start time, stop time, and result (success or
failure). Between the time a job is initiated and completes on its own, whether
successfully or not, the product is largely unaware of the executing tool. For
example, if a job running on a support machine were interrupted by some means,
the product would be unaware that the job is no longer active. In fact, until
specifically told otherwise, it will show the job status as being active. We discuss
how to resolve this problem and others later in this chapter.

Most job output is saved on the machine where the job executes and can be listed,
viewed, modified, and deleted using the Job Schedule List tool. Output is
automatically purged after the number of days specified during the product
installation process.

Note:
Job output from the DBSPACE Reorganization Driver and the Reorganization
Index Tool is sent to the Control Center service machine and NOT saved.

Further discussions on how Job Scheduling works is provided in the following
section and in £ i i ”

Job Scheduling Concepts

This section discusses the basic concepts of Job Scheduling, providing you with
enough information to get you started using the job scheduling tool. Later in this
chapter we discuss the Job Scheduling Architecture.
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Job Dependencies

The Job Scheduling tool allows you to define various dependencies for each job
which must be met prior to the job being automatically initiated by the product.
Typically, a job will be dependent on the availability of the target database
manager, either up, running in multiple user mode or down, available to execute a
single user mode tool. This will assure that the job is not initiated at a time when
the database is unable to process it successfully.

Complex and time-consuming tasks which require several sequentially executed
jobs can be automated by defining the execution of each job to be dependent on
the completion of the previous. For example, you can schedule a database archive,

followed by a reorianization, followed by another archive to execute as a single

thread. See

Dependent Jobs 1 Mar 1998
0am '1am 2am 3am 4am 5am  6am
: i —— ' ' '
Job A: Database Archive. AT
Job B: DBSPACE Reorganization. ' U — ' '
Dependent on Job A. A A Delayed start due to dependency

Job C: Database Archive. Dependent
on Job B.

T T T T T
I
A ADeIayed start due to dependency

A Scheduled Start
A Actual Start

Figure 42. Dependent Job Example

Additionally, you can make one job dependent on the completion status (success or
failure) of a previous job, allowing even more complex tasks to be scheduled for

automatic execution.

Other job dependencies which effectively control if and when a job is initiated are

discussed in the following topics of this section.

Schedule Interval

Repetitive activities such as performing an archive can be scheduled to execute on
a routine basis by specifying the time between events. We refer to this as the

schedule interval.

For example, to schedule a full archive of your production database to occur once
a week, you would first specify the date and time of the initial execution. Next,

you would specify a schedule interval of "1 week”. After the initial successful job
execution and every one thereafter, the product will automatically reschedule the

job to execute in "1 week”.

The example below shows the execution dates of four jobs, all initiated on March
1st, 1997, but each with a different schedule interval. We discuss the product’s
handling of the March 5th holiday next.
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Schedule Interval Examples Mar 1998
1 2 '3 '4

5

Job A: Schedule interval of 1 day (1D)

A A A A Holiday © A A

.(Jzo[t;)B: Schedule interval of 2 days A A m ° A

{3k G: Schedule interval of 3 days A A ToR A

Job D: Schedule interval of 1 week ' ' ' — ' '
(1WK) A Holiday A

A Scheduled Execution
@ Alternate Day Execution

Figure 43. Schedule Interval Examples

Schedule Interval and the SQLMSTR HOLIDAYS File

When the product automatically reschedules a job to execute, it references the
SQLMSTR HOLIDAYS file, which resides on the service machine’s 191 A-disk, to
determine whether the proposed date matches one of the locally established
holidays. See ’'SQLMSTR HOIIDAYS File” on page 124 for a detailed explanation
of holiday scheduling. ¢ If a match is found, the product will use the specified
alternate date for the job’s next execution. The alternate day can be earlier or later
than the holiday. In the example, March 5th is a holiday and March 6th is the
alternate day. After job A completes on March 4th, it is rescheduled to run on the
alternate day, coincidentally a day it normally would have run had there not been
a holiday. Job B is also rescheduled to run on the alternate day after it executes on
March 3rd. Jobs C and D are not impacted by the holiday.

Job Priority

The product can initiate several jobs to execute concurrently as long as no two jobs
are vying for the same resource; for example, a Control Center support machine. If
and when this should occur, it will favor one job over all others, initiating it to
execute while the others are put on hold. As one jobs completes, the product will
initiate the next as long as all other dependencies for that job are satisfied. You can
control which jobs are favored over others by assigning a priority to each job. The
job priority, which ranges from 1 to 9, where 1 is the highest, acts as the tie-breaker
in these situations.

In the example below jobs A and B are to begin execution at the same time on
support machine MSTRSUP. Since job A has the higher priority, it is initiated first
and job B is initiated after it completes.

6. Generating and updating the SQLMSTR HOLIDAYS file is the responsibility of the Control Center System Administrator.
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Jobs Scheduled to Run on MSTRSUP |1 Mar 1998
0am '1am '2am  3am 4am 5am  6am
Job A: DBSPACE Reorganization, pri- ———— ) ' '
ority 1. AA
B . T T T T T T
Job B: Package Rebind, priority 3. A ADelmstart Due to Low Priority

A Scheduled Start
A Actual Start

Figure 44. Job Priority Example

Execution Window

The job execution time window defines a period of time within which a job is to
begin and complete execution. The product will initiate a job as early as possible
within the execution window, after all other dependencies have been met, as long
as it determines that the job will complete prior to the end of the window. This
allows you to restrict the execution of jobs to periods of low system usage.
Conversely, it allows you to prevent the execution of jobs from overlapping into
periods of high system usage.

If a job does not execute during the defined execution window, due to system
downtime or dependencies not being met, the product will notify you and
automatically reschedule the job for the next available window based on the job’s
defined schedule interval. Jobs scheduled to execute one time only will be placed
in an inactive status.

Regardless of the interval, a job will only run once in an execution window. For
example, if you define a three hour window, you cannot schedule a job to execute
every 30 minutes within that window.

Control Center uses a job’s average runtime to determine whether it can complete
within the time remaining in the defined execution window. The average runtime
is calculated automatically based on the five most recent successful job executions.
If it determines that there is insufficient time in the current window, the job will
automatically be rescheduled.

In the example that follows, three jobs of varying average runtimes are scheduled
to run concurrently. All are scheduled to start at 1:00 a.m. and have a defined
window end time of 5:00 a.m.. Due to an unplanned event, the system is
unavailable from 1:00 a.m. until 4:00 a.m.. When the system comes back online,
only one hour remains before the end of the execution window. At that time, it
initiates jobs A and B since both have an average runtime of less than an hour and
should complete prior to 5:00 a.m.. Job C has an average runtime of one and a half
hours and will not be able to complete by the end of the execution window. The
product automatically reschedules it to execute during the next available execution
window.

Valid start times for jobs A and B are indicated by the bars (===).
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1 Mar 1998

0am '1am 2am  '3am  4am

Execution Window

Job A: Average runtime of 0.5 hours.

Job B: Average runtime of 0.75 hours.

Job C: Average runtime of 1.5 hours.

A Insufficient time to run job, automatically rescheduled.

A Scheduled Start
A Actual Start

Figure 45. Job Execution Window Example

Job Scheduling Tool

The Job Scheduling tool is available as an option within many of the System
Administration and Database Administration tools. It is also a part of the Master
Scheduling tool, where it can be used to schedule non-Control Center tools, such
as éour own internally developed tools. The Master Scheduling tool is discussed in

The Job Schedule List tool is used to list all jobs for a given database, view job
output, modify and reschedule jobs, delete jobs, and initiate jobs for immediate

execution. Refer to IJob Schedule List Tool” on page 120.

Job Scheduler Panel

The basic Job Scheduling entry panel is shown below. Except for the Server-mach
entry field, it is the same regardless of which tool you're scheduling. The

Server-mach entry field is not applicable when scheduling tools that execute on the

target database machine (single user mode tools).
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/,mm/dd/yyyy CONTROL CENTER hh:mm:ss )
e L L PP PP PP Job Scheduler -=-=---mmmmmm o *
Command ===> CTRLID: MSTRSRV
Jobname ==> NODE: VMSYSTM

Server-mach  ==> (Required for Multi-user mode)
Job-status ==> S (S=Scheduled, A=Active, F=Failed, I=Inactive)
Priority ==> 5 (1 through 9, 1 = HIGH, 9 = LOW )

Next-start ==> 19970419 23:00 ( format: YYYYMMDD HH:MM )
Window-end ==> 19970420 08:00 ( format: YYYYMMDD HH:MM )
Schedule-interval ==> 2WK ( ONCE or form nnnXX, where XX is:

MI, HR, DY, WK, WD, WE, MO, YR )

Required-database ==> SQLDBA ( Database machine-id )
Required-dbstatus ==> U ( U=Up, D=Down, A=Any )
Dependent-jobname ==> ( Prior job must run first )
Dependjob-result  ==> _ ( S=Successful, F=Failed, A=Any )
Average-runtime ==> 01:00 ( format: HH:MM )

Last-jobstart ==> Last-jobend ==>

Notify  ==> MSTRSRV1

Execute ==> SQLRBIND SQLDBA

Hmm e m e m e m e mmm e mmm e mmmm e mmmm e SQMSCHDM--- -
PF: 1 Help 2 Detailed Help 3 End (Cancel) 6 Schedule
o J

Figure 46. Job Scheduling Tool Entry Panel

Entry Field

Jobname

Server-mach

Description

Uniquely identifies each scheduled job. The jobname is limited to a
maximum of eight alphanumeric characters. Special characters
must be avoided unless they are valid for filenames and filetypes
of CMS files.

Usage Consideration:

1. Duplicate jobnames are not allowed
within the product, regardless of which
database they execute against or where
they run.

2. Jobnames can not contain an underscore.

Applicable only for multiple user mode tools. Identifies the Control
Center support machine where the tool executes.

The job schedule is maintained on the Control Center service
machine specified by your communication path setting shown in
the upper rlght-hand corner of the panel Refer to LCon.tml_Ce.n.teﬂ

the product 1n1t1ates a multlple user mode ]Ob it sends the
appropriate command to the specified support machine where it is
executed.
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Job-status

Priority

Next-start

— Note!

* Database Administration tools must not be scheduled to
execute on the service machine where they will adversely
impact the product’s ability to communicate with the
database machines it manages. They should be scheduled
to execute on a Control Center support machine or a user

machine. Refer to [Lable 2 on page 1d for a list of tools.

* System Administration Tools should always be scheduled
to execute on the Control Center service machine. Refer to

Table 1 on page 8 for a list of tools.

¢ The Server-mach field should be left blank or contain the
Control Center service machine name when the EXECUTE

field is a command to be executed on the database console;
(SOM SQLDBA SQLEND ARCHIVE).

A single-character flag which indicates the status of the job at any
given point in time. When the job is initially entered, the Job-status
value should be set to "S” to indicate that it is Scheduled for
execution. When it initiates the job, the Job-status will be changed
to "A" to indicate that the job is Active. If the job completes
successfully, the product will change the Job-status back to "S” and
automatically reschedule the job for its next specified execution. If
the job fails, the Job-status is changed to "F”, which will essentially
prevent the job from automatically executing again until someone
manually intervenes to correct the cause of the failure and change
the Job-status back to "S". Finally, Job-status value "I” is used to
indicate that a job is inactive. It can be specified manually to
temporarily remove a job from automatic execution.

An integer between 1 and 9 which indicates the relative priority of
this job compared to other jobs within the product schedule. A
value of 1 indicates the highest priority, while a value of 9
indicates the lowest priority. This parameter is only considered by
the product during job initiation time. If two or more jobs are
scheduled for initiation at the same time and all dependencies have
been met for each job, the job priority will indicate which job will
be initiated first. If multiple jobs depend on a common resource
(such as a specified Control Center support machine), then the jobs
will be executed in sequential order based on the specified
priorities. See [Joh Priority” on page 11 2| for more information.

Identifies a dependent date and time that must be reached before
the job is initiated. It does not guarantee that the job will begin at
the specified date/time, but only that the job will not be initiated
prior to this date and time. Actual start date/time will vary based
on when all job dependencies are met.

Together, the Next-start and Window-end parameters define the
execution time window within which the job is to begin and

complete execution. See Execution Window” on page 113 for more

information.

The format of this parameter is YYYYMMDD hh:mm, where YYYY
is a four-digit year, MM is a two-digit month, DD is a two-digit
day, hh is a two-digit number to indicate the hour of the day (01 to
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24), and mm is a two-digit number to indicate the minutes (01 to
59). An asterisk, "*", will appear next to the Next-start date when
modifying the job and a "Rescheduled because of holiday” message
will appear when viewing the job if this job has been scheduled to
run on an alternative date as defined in the SOLMSTR HOLIDAYS

file. See “'SQLMSTR HOLIDAYS File” on page 124.

Usage Consideration: The data entry format must be followed
exactly, including leading zeroes, spaces,
and colons, to be accepted as valid input.

The Window-end parameter is used with the Next-start parameter
to define the execution time window within which the job is to
begin and complete execution. For more information, see

”

The data entry format is the same as that for the Next-start
parameter (YYYYMMDD hh:mm).

Schedule-interval

Specifies the frequency of job executions. Each time the job
executes successfully, the product will use this value to
automatically reschedule it to execute again. To schedule a job for a
single execution, enter the keyword ONCE. All other intervals are
specified by using an integer value between 1 and 999 with a
two-character keyword to indicate the Unit of Measure. The most
useful intervals are 1WK (once a week) and 1DY (once a day).

Valid two-character keywords are:
MI for minutes

HR for hours

DY for days

WD  for weekdays

WE for weekends

WK  for weeks

MO  for months and

YR for years

Example Schedule-intervals are:
23MI  Every 23 minutes

1DY  Once a day

2DY  Every 2 days

IWK  Once a week

3WK Every 3 weeks

1IMO Every month

Refer to “'SQLMSTR HOLIDAYS File” on page 124 for more

information.

Usage Consideration: The NEXT-START and WINDOW-END
fields will be used in combination with the
SCHEDULED-INTERVAL field to determine
the NEW-START time. A job will only run
once in a scheduled window, regardless of
the interval.

Required-database

This parameter is optional, but should be used for all jobs that

Chapter 10. Job Scheduling Tool ~ 117



Job Scheduling Tool

require a database to be available in a specified state (up or down)
before it can be executed. The required state is indicated by the
related Required-dbstatus parameter.

Required-dbstatus
This parameter is valid only when a database is entered for the
Required-database parameter. It indicates what status the
Required-database must be in before the product will initiate the

job.

Possible values are:

U The database must be Up in multiple user mode before the
job can be initiated.

D The database must be Down before the job can be initiated.

A The database can be in ANY state (up or down) for the job

to be initiated.

Operational Note: Specifying "A" (Any) will still prevent
the job from being initiated if the
database is in a status other than up or
down (such as archiving).

Dependent-jobname
An optional parameter used to specify another Control Center job
that must execute before this job. This parameter allows a group of
jobs to be scheduled to execute in sequence, such as an archive job,
followed by a reorganization job, followed by another archive. The
Dependjob-result parameter is used to specify whether the
previous job must complete successfully or not.

Dependjob-result
This parameter is only valid when the Dependent-jobname
parameter is used to specify a dependent Control Center job that
must execute first.

Possible values are:

S The dependent job must complete Successfully before this
job will be initiated.

F The dependent job must Fail before this job will be
initiated.

A Any completion status of the dependent job is acceptable

for this job to be initiated.

Average-runtime
Initially, this parameter should be set with your estimate of how
long the job will run; it is entered in the form hh:mm, where hh is a
two-digit integer indicating hours and mm is a two-digit integer
indicating minutes. Afterwards, the product will automatically
maintain this parameter by updating it each time the job completes
successfully, using the average runtime from the previous five
successful runs.

If you change the average runtime value on the panel and press
PF6, the RUNTIMES file will be updated with five entries using
the new average runtime. This will change the average runtime for
the job to the new average runtime selected. The five entries in the
RUNTIMES file will show UPDATED in the STATUS field.

When all job dependencies have been met, including the Next-start
date/time, the product will add the average runtime value to the
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Last-jobend

Notify
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current time of day and compare the result with the value of the
Window-end parameter. If it determines that the job cannot
complete prior to the Window-end time, then the job will not be
initiated. Instead, it will reschedule the job by adding the
Schedule-interval value to the Next-start and Window-end
parameters. If the Schedule-interval parameter is ONCE, indicating
that it cannot be rescheduled, the job-status value is changed to
inactive. The job can then be manually rescheduled or started
immediately using the Job Schedule List tool.

Maintained automatically by the product. It is updated each time
the job is initiated and, under most circumstances, should not be
updated manually. It is used by the Job Scheduling tool to
determine whether job dependencies have been met.

Maintained automatically by the product. It is updated each time
the job completes and, under most circumstances, should not be
updated manually.

Specifies the users who should be notified when the job executes, if
it fails, and if it does not execute within the defined execution
window.

The syntax for entering the Notify parameter is given below.

Notes:

(1)

A\
A

> userid
userid—AT—nodeid

nickname

1 A local user. Nodeid is assumed to be the same as that of the Control Center
service machine.

2 A remote user. The nodeid is different than that of the Control Center service
machine.

3 A nickname within the CMS NAMES file on the Control Center service
machine’s 191 A-disk. Refer to the NAMES command documentation provided
with VM/CMS. The nickname format allows multiple users to be associated with
a single nickname, which eliminates the limited space restrictions of the
parameter input panel.

(2)

(3)

Execute

The executable command that is processed when the job is
initiated. Unless you're scheduling a job using the Master
Scheduling tool, this command is built for you automatically based
on your input to the various data entry panels associated with the
tool being scheduled.

Understanding the command and command syntax requires
familiarity with the product’s command mode interface. Refer to

”
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Job Schedule List Tool

The Job Schedule List tool is a comprehensive tool for managing all Control Center
jobs for a given database. This includes jobs that are scheduled, active, have failed,
or are inactive.

Scheduled Job List Panel

Listed are all jobs for the database identified by your communication path and
database settings shown near the top of the panel. The communication path can be
changed using Option C from the Control Center Main Menu, whereas the
database setting can be changed on the Control Center Main Menu panel itself. See

i on page 103.
/mm/dd/yyyy CONTROL CENTER hh:mm:ss h
K e e e Scheduled Job List --==---mmmmmmmmmmmme oo *
Command ===> CTRLID: MSTRSRV
Database ===> SQLDBA NODE: VMSYSTM
Sel Date Jobname Stat Executable Statement
_ 19970205 15:30 ARCHIVE S SQM MSTRSUP SQLEND ARCHIVE
19970210 14:15 SQLREORG S SQLREORG SQLDBA PUBLIC.DSQTSCT3
Select: V = View, M = Modify, D = Delete, S = Start Immediate
0 = List Job Output, R = Display Runtimes
Page 1 of 1
e SQMSCHDL----*
PF: 1 Help 3 End 4 Sort/date 5 Sort/jobname
10 Refresh Job List Data 12 Dependencies Display
o J

Figure 47. Job Schedule List Tool

Column Heading Description

Date The scheduled execution date and time. Actual
start date/time will vary based on when all job
dependencies are met.

Jobname The jobname which is unique among all jobs
managed by the Control Center service machine.

Stat The current job status.

Possible values are:

S Job is scheduled for execution.
A Job is currently active.
See L ion”
F The job failed during the last execution.

When a job fails, the product does not
automatically reschedule it for the next
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schedule interval. Manual intervention is
required to correct the problem and change
the status back to ’'S’.

I The job is inactive. It will not be executed.

You can place a job in an inactive status to
temporarily remove it from automatic
execution by the product. Jobs scheduled to
execute one time only are placed in an
inactive status after they execute.

The executable command that is processed when
the job is initiated.

The following column is displayed when PF12
(Dependencies Display) is selected.

Shown are the current unsatisfied job
dependencies. Keyword window indicates that the
current date/time is not within the defined
execution window.

Select options can be invoked against listed jobs.

Select Option
View (V)

Modify (M)

Delete (D)

Start Immediate (S)

List Job Output (O)

Display Runtimes (R)

PF Key Selections

PF Key
Sort/date (PF4)

Action

Displays current schedule information for the
selected job, including the status of each job
dependency.

Invokes the Job Scheduling tool to display the
selected job and allow modification of all job
parameters.

Deletes job. You will be prompted to confirm the
delete request.

Usage Consideration: Prior to deleting a job you
should delete all job output
using the List Job Output
(O) select option.

Initiates immediate execution of job. Current job
dependencies will be ignored, allowing the
possibility that the job initiation or execution can
fail.

Lists job output files. Refer to h].gb_Ou.tpu.t_Eﬂehsﬂ

”

Displays the start and end times, elapsed time
(runtime), and completion status for the fourteen
most recent job executions. The runtime history file
is not created until the job is run for the first time.

Action

Sorts list by date.
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Sort/jobname (PF5) Sorts list by jobname.
Refresh Job List Data (PF10) Refreshes all job list information.

Dependencies Display/Executable Statement Display (PF12)
Switches display between the "Executable
Statement” and the ‘Current Dependencies’
columns.

Job Output Filelist Panel

Job output is saved on the machine where the job executes and can be viewed,
modified, and deleted from the Job Output Filelist panel.

/mm/dd/yyyy CONTROL CENTER hh:mm:ss h
K e Job Output Filelist ------=mmmmmmmmmmmmm e *
Command ===> CTRLID: MSTRSRV1
Job Name: DSQWKLY NODE: VMSYSTM
FILENAME FILETYPE FM DATE TIME
_ DSQTSCT3 LISTING A1l 04/20/97 10:34:20
_ DSQTSCT3 UNLIST Al 04/20/97 10:34:13
_ DSQTSCT3 EXEC Al 04/20/97 10:34:12
_ DSQTSCT3 SQLDBSU Al 04/20/97 10:34:03
_ DSQTSCT3 UNLOAD A1l 04/20/97 10:33:47
Select: V = View, M = Modify, D = Delete
Page 1 of 1
K e e e e e e SQMOLIST----%
PF: 3 End 4 Sort/date 5 Sort/name
- J
Figure 48. Job Output Filelist Panel
Column Heading Description
FILENAME Job output filename.
FILETYPE Job output filetype.
FM Job output filemode.
DATE Date when output file was created.
TIME Time when output file was created.
Select Options
Select options can be invoked against listed job output files.
Select Option Action
View (V) Displays the output file using XEDIT.
Modify (M) Displays the output file using XEDIT; modifications

can be made and the source updated. You will be
prompted to confirm the update of the file on the
target machine.
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Delete (D) Deletes the output file. You will be prompted to
confirm the delete action.

PF Key Selections

PF Key Action
Sort/date (PF4) Sorts list by file creation date.
Sort/name (PF5) Sorts list by filename.

Job Scheduling Architecture

The underlying scheduling interrupt capability of the product is implemented
using the SQLMSTR TIMES file maintained on the Control Center service
machine’s 191 A-disk. Each entry in the SQLMSTR TIMES file specifies a date (can
be specified for repetitive interrupts), time, and a command that is to be executed
at each interrupt. A direct interface to the SQLMSTR TIMES files is provided using
the Master Scheduling tool, but all other user interfaces are through the Job
Scheduling tool.

The Database Monitoring tools do not utilize the job scheduler. These tools are
designed to operate independently of all other scheduled activities, and therefore
do not require the additional dependency characteristics provided by the Job
Scheduling tool.

The job scheduler utilizes several additional files on the Control Center service
machine which provide data that eventually flows into the SQLMSTR TIMES file
as scheduled interrupts. Prior to the actual entry of a scheduled job into the
SQLMSTR TIMES file, a thorough schedule analysis is performed by the job
schedule analyzer routine. The analyzer reviews the condition of all databases, the
current status of all scheduled jobs, and other job-related factors to determine
whether the event should be scheduled to execute, and if so, the proper date and
time for initiation.

There will always be an entry within the SQLMSTR TIMES file for every
scheduled Control Center job, but the scheduled event will differ depending on the
results of the job schedule analysis. If the job is ready for execution (all
dependencies have been met), the event for the job will be INITIATION. If the job
has any dependencies that remain unsatisfied, then the event for the job will be to
RESCHEDULE the job at the end of the currently defined window. (If all job
dependencies are met before the event interrupt causes the job to be
RESCHEDULED, the event will be changed to START JOB). If the job is currently
running, the SQLMSTR TIMES file will contain an interrupt entry for the job to
issue a warning message if it runs past the end of the job’s specified processing
window.

Related Files

Several different files are maintained by the job scheduler on the 191 A-disk of the
Control Center service machine to manage scheduled jobs. The scheduling
parameters of each job are maintained in a CMS file with a filename equal to the
jobname and a filetype of SQMJOB. When a user executes the VIEW, MODIFY, or
DELETE functions for a specific job, the SQMJOB file is accessed through the
Control Center interface.
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The information from each separate SQMJOB file is collected by the job scheduler
into a single master schedule file with a filename filetype of SQLMSTR JOBS. This
file contains additional information about job dependencies generated by the job
schedule analyzer.

The information within the SQLMSTR JOBS file is translated by the job scheduler
into specific time/date interrupts that are then inserted into the SQLMSTR TIMES
file. This file contains the actual interrupt driver events that will trigger the
initiation of a job at the appropriate date and time.

When each job executes, the job scheduler will record the start and stop times, and
the results (success or failure). This information is kept in a separate file for each
job. The filename of each file will be the applicable jobname and the filetype will
be RUNTIMES.

The job scheduler will also utilize the SQLMSTR HOLIDAYS file during job
rescheduling to avoid the possibility that jobs will be scheduled for execution on
days when the system will be unattended, such as holidays or weekends. The
SQLMSTR HOLIDAYS file is maintained on the Control Center service machine’s
191 A-disk by the Administrator. It contains future dates which should be avoided
by scheduled jobs, along with alternate dates which should be used if any job
would normally be scheduled on the given date.

SQMJOB File

The scheduling parameters of each job are kept on the service machine’s 191
A-disk in separate CMS files named jobname SQMJOB. An SQMJOB file is created
when a job is initially scheduled. It contains parameter tags in the format of

CMS NAMES file tags, along with the associated parameter values. To avoid the
possibility of incorrectly modifying the tag syntax, these files should not be
updated manually.

is an example of an SQMJOB file for a job with jobname QMFREORG
that is scheduled to reorganize a QMF DBSPACE every two months. It uses
Control Center support machine MSTRSUP and requires the SQLMACH database
virtual machine to be UP in multiple user mode. The SQLREORG command
executes against dbname SQLDBA.

:Nick.QMFREORG
:Jobname.QMFREORG
:Server_machine.MSTRSUP
:Job_status.S

:Priority.5
:Next_start.19970130 23:00
:Window_end.19970201 08:00
:Schedule_interval.2MO
:Required_database.SQLDBA
:Required_dbstatus.U
:Dependent_jobname.
:Dependent_jobresult.
:Average runtime.00:53
:Last_jobstart.19961130 23:20
:Last_jobend.19961201 00:17
:Notify.MSTRUSR
:Execute.SQLREORG SQLDBA PUBLIC.DSQTSCT3
:Holiday_flag.

Figure 49. Example SQMJOB File
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SQLMSTR JOBS File

The SQLMSTR JOBS file will contain information about all the product’s jobs,
including all current dependency status data. Each record contains all scheduling
information for a single job. The SQLMSTR JOBS file is created and maintained on
the service machine’s 191 A-disk and should never be modified manually. Eigure 50
provides the layout of parameters within each record of the file.

POSITION(S) PARAMETER DESCRIPTION
1- 8 Jobname
10 - 29 Server-machine
30 Server-machine availability flag
31 Holiday file processing flag
32 Job-status
34 Priority
36 - 49 Next-start
50 Start time exceeded flag
52 - 65 Window-end
67 - 71 Schedule-interval
73 - 80 Required-database
82 Required-dbstatus
83 Required-database availability flag
85 - 92 Dependent-jobname
94 Dependjob-result
96 Dependent job completed flag
97 - 101 Average-runtime
103 - 116 Last-jobstart
118 - 131 Last-jobend
133 - 192 Notify
194 - = Execute

Figure 50. SQLMSTR JOBS File Layout

SQLMSTR TIMES File

The SQLMSTR TIMES file will contain an entry for each scheduled product job.
The scheduled executable statement within the TIMES file will be EXEC SQM]JOB,
not the executable statement contained within the Execute parameter of the job
itself. The EXEC SQM]JOB statement of the TIMES file will include an action

keyword and the name of the scheduled job, as shown in E.g]nﬁ.‘l_an_pa.ge_ud

STARTJOB: The STARTJOB action keyword indicates that all job dependencies
have been met and the job will be INITIATED by the product on the specified date
and time. The QMFREORG job in the example SQLMSTR TIMES file has all
dependencies satisfied and will be initiated at 11:00 p.m. on January 30th, 1997.

RESCHEDULE: The RESCHEDULE action keyword indicates that a job has at
least one dependency that has not been met. If all dependencies are not met before
the specified date and time, the product will automatically reschedule the job for
the next available execution window using the Schedule-interval of the job. The
SUMINDEX job in the example SQLMSTR TIMES file is waiting for at least one
dependency to be met and will be rescheduled to execute at a later date and time
if the dependency has not been met by 6:00am on February 25th, 1997. If all
dependencies are met before that date and time, the product will change the
SQLMSTR TIMES entry from SQMJOB RESCHEDULE to SQMJOB STARTJOB,
with a new date and time for the job to be initiated.

WINDOWEND: The WINDOWEND action keyword indicates that a job is
currently ACTIVE, and a notification message will be sent to the appropriate
product users if the job is still active beyond the date and time specified for the
Window-end parameter of the job. The MAINTJOB job in the example
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SQLMSTR TIMES file is scheduled to notify users at 8:00 a.m. on January 19th,
1997 that the job has run beyond its defined Window-end date and time. If the job
completes before the specified value, the product will automatically change the
WINDOWEND entry and reschedule the job for its next execution.

01/30/97 23:00:00 ........ EXEC SQMJOB STARTJOB QMFREORG
02/25/97 06:00:00 ........ EXEC SQMJOB RESCHEDULE SUMINDEX
01/19/97 08:00:00 ........ EXEC SQMJOB WINDOWEND MAINTJOB

Figure 51. Example SQLMSTR TIMES File

RUNTIMES File

The job scheduler keeps track of each job execution within a separate RUNTIMES
file for each job. RUNTIMES files are maintained on the service machine’s 191
A-disk with a filename equivalent to the jobname and a filetype of RUNTIMES.

Each time a job executes, the job scheduler will add another entry to the job’s
RUNTIMES file which records the start time, completion time, elapsed time (hours
and minutes), and whether the job failed. The job was successful unless it is
marked as “FAILED.” This file is used by the job scheduler to calculate the
Average-runtime value, using the last five successful entries within the file to
update the average runtime of the job. The job scheduler automatically purges old
entries from the RUNTIMES file, only maintaining the most recent 50 job
executions.

Changing the Average Runtime of a job on the job menu automatically resets the
Average Runtime for that job. This Average Runtime is reset by adding five entries

(with the new average runtime) to the RUNTIMES file.

Shown below is an example of a RUNTIMES file.

20000111 02:21 20000111 02:59 00:38 FAILED
20000111 23:30 20000112 00:42 01:12
20000118 02:10 20000118 03:27 01:17

Figure 52. Example RUNTIMES File

SQLMSTR HOLIDAYS File

The SQLMSTR HOLIDAYS file allows each installation to provide the job
scheduler with information about specific days that should not be considered for
job execution. For example, if the local installation is closed for an entire week in
July, on Easter, and on Christmas Day, the job scheduler can be instructed to avoid
scheduling jobs on any of these days. For each day that the job scheduler should
avoid, an alternate date can be provided or the word SKIP can be specified to
indicate that the job should not run at all. When the SKIP option is used, the job is
automatically rescheduled for the next scheduled execution interval.

When the job scheduler determines the correct date for the next execution of each
job, the SQLMSTR HOLIDAYS file is referenced to determine whether the
proposed date matches one of the locally established holidays. If a match is found,
the specified alternate date is used. The SQLMSTR HOLIDAYS file is checked each
time a job is rescheduled. However, if the SQLMSTR HOLIDAYS file is updated,
then all scheduled jobs are checked to see if their next start date matches a holiday
date in the file.

126 Control Center Operations Guide for VM



Job Scheduling Tool

The Holiday_flag parameter in the SQMJOB file is used to indicate if a job has
been rescheduled because of a holiday in the SQLMSTR HOLIDAYS file. If the
Holiday_flag is set to Y, then the job will be scheduled to run on an alternative
date. Both the holiday date and the alternative date are defined in the

SQLMSTR HOLIDAYS file that is maintained on the CTRLCTR service machine’s
“A” disk.

After the job executes it will be rescheduled based on the original next-start date.
A sample HOLIDAYS file (SQLMSTR $HOLIDAY) is provided on the code disk.

SQLMSTR HOLIDAYS file features include:

1. Automatic rescheduling when a new SQLMSTR HOLIDAYS file is received by
the CTRLCTR service machine. If a new SQLMSTR HOLIDAYS file is sent to
the CTRLCTR service machine, the scheduler will check all the currently
scheduled (status "S") jobs against the new SQLMSTR HOLIDAYS file. If the
job has not already been re-scheduled because of a holiday, the job will be
re-scheduled to the alternative date.

2. If you indicate "SKIP" as the alternative date in the SQLMSTR HOLIDAYS file,
the job will automatically be re-scheduled to run on the next normally
scheduled date after the holiday.

3. When modifying a JOB through the job menu, an asterisk, "*", will appear next
to the Next-start date to indicate that the job is scheduled to run on an
alternative date.

When viewing a JOB through the job menu, a "Rescheduled because of
holiday” message will appear next to the Next-start date date to indicate that
the job is scheduled to run on an alternative date.

If you modify an existing JOB through the menu by changing the the next-start
date the holiday-flag will be set to blank. The Holiday_flag job parameter will not
appear on the job menu and should not be changed by the user.

w provides an example of the SQLMSTR HOLIDAYS file. The first date on
each line represents the holiday to be avoided and the second date represents the
alternate date for jobs to be scheduled. Note that the dates must be given in the
form YYYYMMDD, where YYYY is a four-digit year, MM is a two-digit month,
and DD is a two-digit day. Any characters beyond the second date on each line are
considered as comments and will be ignored by the product. Also note that times
should not be indicated, only dates. The alternative date can be earlier than the
holiday date, but it cannot be earlier than the current date. You cannot use the
same alternative date more than once, but SKIP can be used for any or all
holidays.

19990101 SKIP
20000328 20000406
20000330 20000407 * Easter
20000526 20000527 * Memorial Day

* New Year's Day
*
*
*
20000704 20000705 * Independence Day
*
*
*
*
*

Good Friday

20000901 20000909 * Labor Day

20001127 20001125 * Thanksgiving

20001128 20001126 * Thanksgiving day 2

20001225 SKIP Christmas

20010101 SKIP New Year's Day - skip all jobs

Figure 53. Example SQLMSTR HOLIDAYS File
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There are two ways that the SQLMSTR HOLIDAYS file can be created and
updated. One method is to stop the service machine, log onto it, create/modify the
file (using XEDIT), then restart the service machine. Another method is to use the
FILELIST (F) option under the General Control Center commands (G) option on
the main menu. This option allows the file to be modified from your user ID using
XEDIT and then migrate it to the service machine.

Problem Resolution

Correcting Active Job Status

If an executing job is interrupted by some means and is unable to end through the
normal job completion process, the job status will not be updated. In effect, the job
is stuck in an active status. After determining that the job is no longer active, you
can use the modify option of the Job Schedule List tool to change the job status.

Resetting Average Runtime

The average runtime is automatically calculated by the product based on the last
five successful runs. An unusually long job runtime, possibly due to processing
problems, can inflate the average runtime to the point where it impacts job
scheduling. To correct the Average Runtime, change its value on the job update
menu and reschedule the job. You do not have to change the parameters of any
other jobs.
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Terminology Used in This Chapter

* The term output media refers to both tape (cartridge or reel-to-reel) and disk (CMS
file) unless explicitly stated otherwise, as in “tape output medium”.

* The terms fape catalog and tapes file refer to the same structure.

e The use of the term tapes when referencing the “tapes file” is not meant to
exclude disk output medium.

¢ The use of the term tapes in the Control Center panel interface is not meant, in
most cases, to exclude disk output medium.

Before continuing, you should review these topics:

- [DE2 Serzer for VM Control Center Program Director),

o FDatabase TAPES File” on page ad

Overview

Control Center uses the database TAPES file to maintain a list of output media
assigned for usage during database archives, log archives, and trace activities. At
database startup time and during processing of these activities, it references and
updates this file as necessary. If Data Restore is enabled and used, then the TAPES
file will also include media information for Data Restore BACKUP, Incremental
BACKUP and TRANSLATE.

A separate database TAPES file is maintained by the product for each database
machine it manages. TAPES files are generated during the database setup process
and saved on the service machine’s 191 A-disk as file database TAPES, where
database is the database machine ID. Using the Tape Management tool, you can
view and modify the database TAPES file.
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~
4 mm/dd/yyyy Control Center hh:mm:ss
R e e T Database Tapes Functions ---------------ccuu- *
Option ===> CTRLID: MSTRSRV1
Database ===> SQLDBA NODE:  VMSYSTM1
V. VIEW TAPES View tape catalog
M TAPE MAINTENANCE Make changes to tape catalog
S SCRATCH TAPE ACQUISITION Acquire a new (SCRATCH) tape and add
volid to TAPES file (VMTAPE & DYNAMT).
When DYNAMT is installed, do not use if
DYNOPEN is specified as the DYNAMT
method in the SQLMSTR Control file.
Enter OPTION, select DATABASE, press ENTER to process
K - SQMTAPES----*
PF: 1 Help 3 End
Ao J

Figure 54. Tape Management Option Selection Panel

Shown in m is the option selection panel of the Tape Management tool. The
database you're currently working with is identified by your communication path
and database settings shown near the top of the panel. The communication path
can be changed using Option C from the Control Center Main Menu, whereas the
database setting can be changed on this panel. For more information, see

Mmmmmh&mgs_w o
VIEW TAPES (V)

Select this option to view the current database TAPES file.

The display panel used by the VIEW TAPES Option V, is similar to the entry panel
used by the TAPE MAINTENANCE Option M, described next.

TAPE MAINTENANCE (M)

Select this option to modify the database TAPES file. Make required changes,
paging forward and backward using PF7 and PF8, and then select PF10 to process.
You will be prompted to confirm the update of the TAPES file on the service

machine’s 191 A-disk. Refer to Eigure 55 on page 131l

Usage Considerations:

Extreme caution should be exercised when changing the database TAPES file.
Except for problem resolution, changes in the TAPES file should be limited to
adding output media and deleting unused output media.

¢ Changing the output medium (from disk to tape or vice versa) will require
updating the Archiving/Tracing parameters in the database parameter file using
the Database Parameters tool. Refer to L i i Z
. All changes will take effect during the next database startup.

* The product issues FILEDEFs and LABELDEFs for database archives at database
startup time. Changes to database archive output medium will not take effect
until the next database startup.
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* Changes to log archive and trace activities take immediate effect.

* The product references and updates the STATUS field during processing. Except
for problem resolution, you should not modify STATUS values.

* Control Center will NOT work properly if less than two tape series are used.
You should use at least three tape series to ensure sufficient database
recoverability.

* An ARCHIVE entry must exist for every series, even if Data Restore BACKUPs
are used.

— Note:
Under no circumstances should you update the TAPES file while a database
archive, log archive, Data Restore backup, translate or trace activity is in
progress. The product references and updates the TAPES file during these
activities. Your changes may corrupt status information required by Control
Center, which can lead to serious errors and loss of data.

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss h
L PP Database TAPES File Update ----=----emmmmmmecna *
Command ===> CTRLID: MSTRSRV1
Database => SQLDBA NODE: VMSYSTM1
VOLID/
SERIES TYPE DATE  TIME STATUS ~ FILENAME FILETYPE FM  CUU
100 ARCHIVE 00000 00:00:00 FILDEF  VOL100
100 LOG 00000 00:00:00 UNUSED  SQLDBA1l 03269101 F 501
100 LOG 00000 00:00:00 UNUSED  SQLDBA1 03269102 F 501
200 ARCHIVE 97086 11:09:58 FILLED  VOL200
200 LOG 97086 11:34:56 FILLED  SQLDBA1l 03279103 G 502
200 LOG 00000 00:00:00 UNUSED  SQLDBA1 03269105 G 502
300 ARCHIVE 97086 11:49:02 FILLED  VOL300
300 LOG 00000 00:00:00 UNUSED  SQLDBA1 03269106 H 503
300 LOG 00000 00:00:00 UNUSED  SQLDBA1 25039107 H 503
Make changes, place D in SERIES to DELETE , press PF10 to process
Page 1 of 1
Hmm e m e mmmmmmmmmmmmmmmmmm e mm e mm e mm e SQMTP20----- *
PF: 1 Help 3 End 4 Add Tape 7 Bkwd 8 Fwd 10 Process updates
& %
Figure 55. Tape Management Tool, Tape Maintenance Panel
Database TAPES File Format
Table 8. TAPES File Format
Value Description
SERIES A three-digit number indicating the output media series. Output media

with the same series number are considered by Control Center to
belong together as a single logical group. Control Center will NOT
work properly if less than two tape series are used. You should use at

least three tape series to ensure sufficient database recoverability.
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Table 8. TAPES File Format (continued)

Value Description
TYPE Assigns output media to a specific usage.
Possible values:
ARCHIVE Use for full database archiving activities. An
ARCHIVE entry must exist for every series, even if
Data Restore BACKUPs are used.
BACKUP Use for primary user archives using Data Restore
BACKUP.
BACKUP2 Use for secondary user archives using Data Restore
with dual BACKUP.
ssINCBKd Use for each Incremental Backup. “ss” is the subseries
number and “d” is blank (indicating the primary) or
“2” (indicating the secondary) Incremental Backup.
LOG Use for database log archiving activities.
TRACE Use for database tracing activities.
TRANS Use for translation of database archives into Data
Restore BACKUP format.
TRANSDSK Use for the disk location of the 3 Data Restore work
files needed for translation (SYS0001, DIRWORK, &
HEADER).
UNLOADID User generated id for unloading DBSPACES using
Data Restore. Used in the UNLTAPES file only.
DATE The Julian date (yyddd) when output media was last used by Control
Center. Should be equal to 00000 when tape is unused.
TIME Time (hh:mm:ss) when output media was last used by Control Center.
Should be equal to 00:00:00 when tape is unused.
STATUS Control Center uses this field to track the status of the output media.
Common status values include:
UNUSED Output media is not being used.
FILDEF Output media currently being used.
MOUNTD Output media is currently mounted.
FILLED Output media has been used.
VOLID Tape volume serial number if output media is TAPE.
FILENAME CMS file name if output media is DISK.
FILETYPE CMS file type if output media is DISK.
FM CMS file mode (disk access mode) if output media is DISK.
Ccuu Virtual disk address (CUU) if output media is DISK and TYPE is
ARCHIVE, LOG or TRACE. Real disk address (CUU) if output media is
DISK and TYPE is a Data Restore function, such as TRANS, BACKUP?2,
ssINCBKdd, BACKUP, or UNLOADID (Unload Identifier). You should
not specify a virtual address of less than 200. Addresses between 180
and 190 are reserved for tape usage and are detached during product
operation.
CI Century Indicator (1 = 20th Century, 2 = 21st Century) This is not
displayed on the panels.

Adding a Record
Select PF4 key to add a new record to the end of the list, as shown below. You

must provide a valid SERIES and VOLID/FILENAME by typing over the default
values before the new record will be accepted by the product. The list will be
resorted after you process your changes (PF10).
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4 300 ARCHIVE 97086 11:49:02 FILLED  VOL300 )
300 LOG 00000 00:00:00 UNUSED  SQLDBA1 03269106 H 503
300 LOG 00000 00:00:00 UNUSED  SQLDBA1 25039107 H 503

ADD ARCHIVE 00000 00:00:00 UNUSED

Make changes, place D in SERIES to DELETE , press PF10 to process
Page 1 of 1

T L SQMTP20----- *
PF: 1 Help 3 End 4 Add Tape 7 Bkwd 8 Fwd 10 Process updates

Figure 56. Adding a Record to the Database TAPE File

Deleting a Record
To delete an entire record, type a D in the SERIES field of the target record. The

Control Center identifies deleted records by changing the SERIES value to DEL, as
shown below.

/i 200 LOG 00000 00:00:00 UNUSED  SQLDBA1 03269105 G 502 ‘ )
300 ARCHIVE 97086 11:49:02 FILLED  VOL300

i 300 LOG 00000 00:00:00 UNUSED  SQLDBA1 03269106 H 503 ‘

| DEL LOG 00000 00:00:00 UNUSED  SQLDBA1 25039107 H 503 |

Make changes, place D in SERIES to DELETE , press PF10 to process
Page 1 of 1
K o e SQMTP20----- *
PF: 1 Help 3 End 4 Add Tape 7 Bkwd 8 Fwd 10 Process updates )

Figure 57. Deleting a Record in the Database TAPE File

SCRATCH TAPE ACQUISITION (ST)

This option acquires a scratch tape and automatically adds it to the database
TAPES file. This option can only be used with tape managers that allow SCRATCH
tapes, such as VMTAPE or DYNAMT (using the DYNOPEN method only).

This option cannot be used for tapes and tape types used by the Data Restore
machine.
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4 mm/dd/yyyy

Command ==>

NODE: VMSYSTM1
Database ===> SQLDBA
TYPE ===> ARCHIVE (ARCHIVE, LOG, or TRACE)
SERIES  ===> 100 (which series to add tape to)

CONTROL CENTER
Tape Acquisition

CTRLID: MSTRSRV1

This function will issue a tape mount request for a SCRATCH tape,
acquire the tape with the appropriate retention period, and will
place the tape within the TAPES file for the database.

NOTE: This function is only available with VMTAPE.

Enter TYPE and SERIES, press ENTER to process.
Press PF3 to RETURN without acquiring a tape.

1 Help 3 End

------------------------------- SQMTAPEA----x

Figure 58. Tape Management Tape Acquisition Panel

Entry Field
TYPE

SERIES

Description
Assigns tape to a specific usage.

Possible values:
ARCHIVE Use for full database archiving
activities.

Use for database log archiving
activities.

Use for database manager for

tracing activities.

Tape will be added to this series in the TAPES file.

LOG

TRACE

DYNAMT Tape Usage

DYNAMT has two mount commands available to handle tape processing.
DYNOPEN lets users create and request tapes based upon data set name, while
DYNMOUNT lets users create and request tapes from a user’s personal tape
library. Both mount methods are supported by this version of Control Center,
however, the information below is important based upon the DYNAMT method

you choose for tape usage.

Note: CA-DYNAM/T does NOT support multivolume tape processing. Therefore,
this version of Control Center only supports single tape handling.

DYNOPEN

To use DYNOPEN, the steps below are required for correct operation:
1. DYNOPEN must be entered as the DYNAMT method in the SQLMSTR Control

file.

2. Data set names are required for all DYNOPEN tape processing. Enter the
appropriate dataset name within the Tape and Data Restore Parameter sections

of the Database parms file.
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3. The Scratch-tape-option value must be set to “Y” (YES) in the Tape Parameters
section of the Database Parms file.

4. The Logtape-premount value must be set to “Y” (YES) in the Tape Parameters
section of the Database Parms file.

5. The Drtape-premount value must be set to “Y” (YES) in the Data Restore
Parameters section of the database PARMS file.

DYNMOUNT

To use DYNMOUNT, the following is required for correct operation:

1. You can either enter DYNMOUNT or leave the DYNAMT method blank in the
SQLMSTR Control file.

2. Data set names are not required for DYNMOUNT tape processing. If your
location has implemented the use of data set names, then enter the appropriate
dataset name within the Tape and Data Restore Parameter sections of the
Database parms file.

3. The Scratch-tape-option value must be set to “N” (NO) in the Tape Parameters
section of the Database Parms file.

4. The Logtape-premount value must set to “Y” (YES) in the Tape Parameters
section of the Database Parms file.

5. The Drtape-premount value must be set to “Y” (YES) in the Data Restore
Parameters section of the database PARMS file.

Data Restore Tape Types

Tape TYPE
When discussing tape files, TYPE will refer to the indicator in the database
TAPES file that describes the function for which the output tape/file is
intended. TYPE does NOT describe the physical characteristics of the media
(for example, 3480 tape).

If Data Restore is enabled and used, then the TAPES file will also include media
information for Data Restore BACKUP, Incremental BACKUP and TRANSLATE.
All output media written to by Data Restore functions are owned by the Data
Restore machine. The database TAPES files must always include an ARCHIVE
entry for each series regardless of whether you are using Data Restore.

Backup Media
The tapes for the “BACKUP” tape type will be used for the primary Data Restore
BACKUP. If “Dual-backup = Y” in the database PARMS file, the secondary
BACKUP will use the tapes indicated by the BACKUP2 tape type. An archive or a
BACKUP executed with the FULL option does not affect the tape type used for the
function.

The primary BACKUP (ARCHIV) tapes are mounted on the Data Restore machine

using virtual address 181. The secondary BACKUP (ARCHIV2) tapes are mounted
using virtual address 182.
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Translate Media

Output media for TRANSLATE tapes and work files resides in the database TAPES
file in the same series as the associated archive. One TRANSLATE is allowed per
database TAPES file series. The file or tapes to be used for the TRANSLATE are
indicated by using a type of TRANS.

While there can be one or more tapes designated for the TRANSLATE (TRANS),
only one entry (TRANSDSK) will be used to indicate where the work files will be
kept.

The three work files created by Data Restore. (5YS0001, DIRWORK, HEADER) can
only be written to disk; these files will all be written to the same disk. Because all
the work files are written to the same disk, only one entry in the database TAPES
file (TRANSDSK) will be used to indicate the name and location of the work files.
The TRANSDSK entry includes the FILENAME and link address of the work files.
Only the file name will be significant for the TRANSDSK entry. The actual file type
used will correspond to the type work file that will be FILEDEFed and
LABELDEFed. The file mode will be determined at the time of the TRANSLATE.
This strategy will allow more than one TRANSLATE work file output on a disk.
See ﬁ for an example of the FILEDEFs specified.

TRANSLATE may require more tapes than those used in the archive. If predefined
tapes are used in the database TAPES file, be sure to include more tapes to handle
the TRANS entry.

100 TRANS 00000 00:00:00 UNUSED SCRATCH
100 TRANSDSK 00000 00:00:00 UNUSED DB2VM510 TRANSDSK = 400

Figure 59. Example of TAPES file entries for TRANSLATE

The preceding figure shows how the TRANSDSK entry in the database TAPES file
will be used when performing a FILEDEF on the translate work files.

FILEDEF SYS0001 DISK DB2VM510 SYS0001 T ( RECFM F BLOCK 4096
FILEDEF HEADER DISK DB2VM510 HEADER T ( RECFM F BLOCK 4096
FILEDEF DIRWORK DISK DB2VM510 DIRWORK T ( RECFM F BLOCK 0512

Figure 60. Example FILEDEFS for TRANSDSK entry

The TRANSLATE output tapes (ARCHIV) use virtual address 185, and the archive
input tapes (ARIARCH) use virtual address 181.

Because the TRANSLATE output tapes are taken from the same series as the
archive being translated, the database TAPES file must have a series that matches
the series in the ARCHHIST file.

For example, if you have a series 100 through 600 and you delete series 600, you
can still have an entry for series 600 in the ARCHHIST file. You can TRANSLATE
the archive for the deleted series 600 because the tapes still exist, but there will be
no entry in the TAPES file to indicate what tapes to use.

Incremental Backup Media

DB2 Server for VM treats an Incremental Backup as a normal USER ARCHIVE.
However, an Incremental Backup is not useful unless the file or tapes used for the
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reference Full Backup are still valid. If a Full Backup’s tapes are overwritten by a
subsequent BACKUP, then all the Incremental Backups that reference that Full
Backup will no longer be usable.

When Control Center manages archive and log archive output media in the
database TAPES file, it uses a series which holds one archive and one or more log
archives. A similar strategy is used to maintain the relationship between the Full
Backup and its one or more Incremental Backups.

In order to prevent tapes from being overwritten prematurely, each series in the
database TAPES file will also include INCBK and INCBK2 tape types for one or
more Incremental Backups. The Incremental Backup is grouped together with the
series used for the Full BACKUP/archive. In this way, a Full Backup or
Incremental Backup is not overwritten until the series is used again for a new
normal or Full Backup. However, Incremental Backup output is different than log
archive output in several ways:

1. Multivolume Incremental Backups are allowed.
2. Dual Incremental Backups are allowed.

3. The number of tapes required to hold the output from each Incremental Backup
can increase as the number of changed pages in the database increases.

In order to uniquely identify the tapes that belong to an Incremental Backup
within a series, each set of Incremental Backup tapes are identified with their own

tape type.

Incremental Backup INCBK Tape Type
The INCBK tape type is used to identify the set of tapes/file to be used for each

Incremental Backup within a series.

The INCBK will be in the form “ssINCBKd” where:

ss is the subseries number between 01 and 99 that will be used to
identify all the tapes available for a single Incremental Backup
within the archive-series. For example, all the tapes for the first
Incremental Backup in series 100 would be identified by the tape
type 01INCBK. The second set of Incremental Backup tapes would
be identified by 02INCBK.

After a Full Backup successfully executes using series 100, the first
Incremental Backup would use the 01INCBK tapes in archive-series
100, the second Incremental Backup would use 02INCBK, etc. The
subseries numbers must be sequential and start with 01.

INCBK Indicates the tapes are for an Incremental Backup.

d Indicates the tapes are reserved for either the primary or secondary
backup of a DUAL backup. If the value is blank (01INCBK), then
the tapes will be used for the primary Incremental Backup. If the
value is 2 (01INCBK?2), then the tapes will be used for the
secondary (dual) Incremental Backup. If “Dual-backup = N” in the
database PARMS file, then only the primary tapes will be used.

Eigure 61 on page 138 shows part of a logmode A database TAPES file using
Incremental Backup. Series 100 consists of a set of dual backup entries for primary

BACKUP and secondary backup and three sets of dual Incremental Backup. Each
tape belonging to an Incremental Backup within series 100 is grouped together by
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the subseries prefix. If the database was using logmode L, then a log archive
would have been performed prior to each BACKUP and Incremental Backup.

100 ARCHIVE 00000 00:00:00 UNUSED VM0O10
100 ARCHIVE 00000 00:00:00 UNUSED VMOO11
100 BACKUP 98032 16:37:21 FILLED VMOO12
100 BACKUP 98032 16:41:08 FILLED VM0O12
100 BACKUPZ2 98032 16:37:21 FILLED VM0O14
100 BACKUP2 98032 16:41:08 FILLED VM0O15
100 TRANS 00000 00:00:00 UNUSED VMO0O40
100 TRANS 00000 00:00:00 UNUSED VMOO41
100 TRANSDSK 00000 00:00:00 UNUSED TRAN1OO TRANSDSK * 196

2] 100 O1INCBK 98033 17:50:01 FILLED VMOO16
100 O1INCBK2 98033 17:50:02 FILLED VMOO17
H 100 02INCBK 98034 17:30:01 FILLED VM0O18

100 02INCBK 00000 00:00:00 UNUSED VMOO19
100 02INCBK2 98034 17:30:02 FILLED VM0020
100 02INCBK2 00000 00:00:00 UNUSED VMOO21
A 100 O3INCBK 98035 17:50:10 FILLED VM0022
100 O3INCBK 98035 17:50:15 FILLED VMO023
100 03INCBK 00000 00:00:00 UNUSED VM0O024
100 03INCBK2 98035 17:50:11 FILLED VM0025
100 03INCBK2 98035 17:50:17 FILLED VM0O26
100 03INCBK2 00000 00:00:00 UNUSED VMOO27
200 ARCHIVE 00000 00:00:00 UNUSED VMOO28
200 ARCHIVE 00000 00:00:00 UNUSED VMOO29
B 200 BACKUP 98036 16:37:21 FILLED VMOO30
200 BACKUP 98036 16:46:58 FILLED VMOO31
200 BACKUP2 98036 16:37:21 FILLED VMOO32
200 BACKUP2 98036 16:41:08 FILLED VMOO33
200 TRANS 00000 00:00:00 UNUSED VMOO42
200 TRANS 00000 00:00:00 UNUSED VMOO43
200 TRANSDSK 00000 00:00:00 UNUSED TRAN20O TRANSDSK * 196
6| 200 O1INCBK 98037 17:50:01 FILLED VMOO34
200 O1INCBK2 98037 17:50:02 FILLED VMOO35
200 02INCBK 98038 17:30:01 FILLED VMOO36
200 02INCBK 00000 00:00:00 UNUSED VMOO37
200 02INCBK2 98038 17:30:02 FILLED VMOO38
200 02INCBK2 00000 00:00:00 UNUSED VMOO39
200 03INCBK 00000 00:00:00 UNUSED VMOO40
200 03INCBK 00000 00:00:00 UNUSED VMOO41
200 O3INCBK 00000 00:00:00 UNUSED VMOO42
200 03INCBK2 00000 00:00:00 UNUSED VMOO43
200 03INCBK2 00000 00:00:00 UNUSED VMOO44
200 03INCBK2 00000 00:00:00 UNUSED VMOO45

Figure 61. Example of a Logmode A Database TAPES File Using Incremental Backup

— On Sunday a dual Full Backup was performed using series 100.

H — On Monday, an Incremental Backup was performed using the tapes in
series 100 and subseries 01 (01INCBK).

— On Tuesday, an Incremental Backup was performed using subseries 02
(02INCBK).

[l — On Wednesday, two tapes were used for both the primary and secondary
Incremental Backup using subseries 03 (03INCBK and 03INCBK2).

ﬂ — On Thursday, a new Full Backup was executed using series 200.

@ — On Friday, a new set of Incremental Backups are executed in series 200
starting with subseries 01 (01INCBK).
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The ARCHIVE and BACKUP2 entries in the database TAPES file do not do not
distinguish between FULL and normal backups because the tapes can be used for
either. After the backup is completed, the ARCHHIST file will indicate if the full
option was used.

Number of LOG ARCHIVE entries in a series
There must be enough log archive entries in each Logarch-series to handle all
log archives between Full Backup or ARCHIVE FULL in the Incbackup-series.
If the database is logmode L, then a log archive is performed before each
USER ARCHIVE (BACKUP or Incremental Backup).

Incbackup-series and Tape Rotation with Incremental Backup
Incremental Backup has its own “Incbackup-series” in the database PARMS file to

control which set of tapes will be used for the next Incremental Backup.

The Incbackup-series in the database PARMS file indicates the series and subseries

in the database TAPES file that will be used to supply tapes for the next

Incremental Backup. The Incbackup-series is presented in the form

“series.subseries” where:

series The series indicates the archive-series of the last archive or
BACKUP. The series portion of the Incbackup-series will be the
same as the Logarch-series and is incremented after any archive or
BACKUP completes. The series is incremented and the subseries
reset to 01 each time any normal BACKUP, Full Backup, normal
archive or ARCHIVE FULL completes.

subseries The subseries indicates which set of Incremental Backup tapes to
use within the series. The subseries will be a number between 01
and 99. The first subseries after an archive or backup will always
be 01. For example, Incremental Backup series 100.01 indicates that
the first set of Incremental Backup tapes ( 01INCBK ) in series 100
are to be used.

The subseries is incremented only after an Incremental Backup
successfully completes.

The Archive-series, Logarch-series and Trace-series are not incremented when an
Incremental Backup completes.

The Incbackup-series will be maintained in the database PARMS file even when
“Incbackup-enabled = N.”

After an Incremental Backup completes, the subseries will be incremented even
though there may not be an INCBK entry in the database tapes file for that
Incbackup-series.

The user must setup the database TAPES file so that there will be enough entries
of each tape type to accommodate the expected backup /archive workload.
However, there will be times when a user has performed more than the usual
number of Incremental Backups, and there may not be anymore INCBK entries in
the database TAPES file to satisfy a regularly scheduled Incremental Backup.
Control Center provides several options to ensure that archiving can continue.

If another Incremental Backup is requested when there is no INCBK entry for the
current Incbackup-series then one of the following actions will occur:
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1. If you are using SCRATCH tapes for your Incremental Backup, then Control
Center will automatically add a new INCBK SCRATCH entry in the database
TAPES file for the current Incbackup-series. The Incremental Backup process
will continue.

2. If the “Auto-full” option in the database PARMS file is set to Y (Yes), then
Control Center will automatically switch the Incremental Backup to a Full
Backup. The Auto-full parameter will be ignored if the AUTOFULL or
NOAUTOFULL command option is used.

3. If you have indicated the AUTOFULL command option when setting up the
Incremental Backup through the menu or on the command line, then Control
Center will switch the Incremental Backup to a Full Backup regardless of the
“Auto-full” value in the database PARMS file.

4. If you have indicated the NOAUTOFULL command option then Control Center
will
not switch the Incremental Backup to a Full Backup regardless of the
“Auto-full” value in the database PARMS file. The Incremental Backup will be
cancelled.

5. If none of the above options are chosen, the Incremental Backup will be
cancelled.

If the Incremental Backup is cancelled, you can use the Tape Maintenance menu to
add the new INCBK entry and then request another Incremental Backup.

The user must understand the implications of switching an Incremental Backup to
a Full Backup. A Full Backup can take considerably longer than an Incremental
Backup and can affect the execution of other scheduled database maintenance
activity.

There can be times when switching or not switching makes more sense. The
AUTOFULL/NOAUTOFULL command option offers the user the flexibility to
control the Incremental Backup without changing the overall Incremental Backup
strategy. In order to keep the Incremental Backup tapes together with its reference
backup, Control Center will increment the Incbackup-series whenever a BACKUP
or archive completes.

A BACKUP is a User Archive and when the database is using logmode L, log
archives will be initiated by the database.

Number of LOG ARCHIVE entries in a series
There must be enough log archive entries in each Logarch-series to handle all
log archives between Full Backup or ARCHIVE FULL in the Incbackup-series.
If the database is logmode L, then a log archive is performed before each
USER ARCHIVE (BACKUP or Incremental Backup).

FILEDEF and LABELDEF Support for Online Archives

For DB2 Server for VM databases version 7.1.0 or greater, Control Center
automatically updates the tape or disk file information for the ARCHIVE
(ARIARCH) FILEDEF or LABELDEEF after each logmode A or L online full
database archive. This allows successive archives to be taken without overwriting
the output from previous archives.
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For DB2 Server for VM databases earlier than version 7.1.0, the user must either
use SQLEND ARCHIVE or shut down and restart the database after online
archives so that archive FILEDEF and LABELDEF can be updated with the next
archives series tapes.

Online FILEDEF or LABELDEF commands are only executed to change the volume
ID or disk file information of the FILEDEF or LABELDEF for ARIARCH. Other
FILEDEF or LABELDEF parameters remain the same.

Log archive tapes/files (ARILARC) are not affected. Currently, Control Center does
not LABELDEEF log archives tapes in order that successive implicit online log
archives may occur without changing the LABELDEF for the tapes.

Trace (ARITRAC) FILEDEFs are not changed. Changing ARITRAC FILEDEFs while
the database is tracing would cause errors. ARITRAC is currently reset when the
database is started.

An online FILEDEF/LABELDEF change for ARIARCH is not necessary for archive
operations that bring the database down. It should not be used for:

* SQLEND archives (any logmode)
* User archives (any logmode). User archives are SQLEND archives.

* Logmode ‘Y’ archives. Control Center facilitates archives from logmode ‘Y’ by
implementing a logmode change to ‘A’ which brings the database down.

Query FILEDEF and LABELDEF Commands

You can query the current FILEDEFs or LABELDEEF of a local or remote database.
These commands require Control Center Operator or greater authority and can
only be executed when the database is running and the status is NORMAL.

From the CMS command line, enter one of the following;:
e SQM dbmach QUERY FILEDEF
* SQM dbmach QUERY LABELDEF

dbmach is the machine ID of the database.

Eigure 62 shows an example of the QUERY LABELDEF command output:

Userid: DBA1 Date: dd/mm/yyyy
At Node: VMSYSTM1 Time: hh:mm:ss

Request: FDEFSQL Q LABELDEF for database SQLDBA at VMSYSTM1
DDNAME ~ VOLID  FSEQ VOLSEQ GENN GENV CRDTE EXDTE SEC FID
ARIARCH 000284  SQLDBA.ARCH
VOLIDS:
VB3767 VB3768

DDNAME ~ VOLID  FSEQ VOLSEQ GENN GENV CRDTE EXDTE SEC FID
ARITRAC SCRATCH 000284 SQLDBA.TRAC

Figure 62. Example of QUERY LABELDEF Output
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Viewing the FDEFLOG File

The database FDEFLOG on the Control Center service machine’s ‘A’ disk contains
the output from the last online archive FILEDEF or LABELDEF change. You can
view the database FDEFLOG file at any time to verify the last online archive
FILEDEF or LABELDEF change. The database ARCHLOG also contains entries that
indicate the beginning and end of the FILEDEF or LABELDEF change.

From the CMS command line, enter the following;:
SQM dbmach QUERY FDEFLOG

dbmach is the machine ID of the database.

w shows an example of the output from QUERY FDEFLOG:

Userid: MSTRV1 Date: 2000-03-10
At Node: VMSYSTM1 Time: 13.27.58

Request: CHANGE ARCHIVE ( SQMA2921 for database SQLDBA

PARMS
Executed

==> ARCHIVE Series: 100 Media: TAPE
==> |ABELDEF ARIARCH VOLID ? ( CHANGE
DMSLBD441R Enter VOLID information:
VOLID: VB3767 Entered.
DMSLBD441R Enter VOLID information:
VOLID: VB3768 Entered.
DMSLBD441R Enter VOLID information:
VOLID: BLANK Entered to complete processing.

==> SQMDFDEF SQLDBA COMPLETED. RC=0

Figure 63. Example of database FDEFLOG
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| QMF Tools Utility

Overview

The QMF Tools Utility is an application which provides several options for
managing QMF objects from the Control Center environment without entering the
QMF product interface. The QMF Tools Utility also provides an easy way for a
user to view the CREATED, MODIFIED and LAST USED dates of an object as well
as its restricted attribute. An easy way to modify the restricted attribute is also
provided.

[ The QMF Tools Utility consists of a full screen interactive interface which is
I invoked from the Control Center main menu.

The QMF Tools Utility can do the following:

Invoke the QMF product directly from Control Center.
Create a CMS print file of a specified user’s QUERIES and PROCS.
Transfer selected objects or all objects from one user to another.

Use the Control Center scheduling facility to schedule execution of a QMF

PROC.

List or count QMF objects with the following options:

— ALL owners or a wildcard (n%) owner id in combination with ALL objects,
wildcard object name, or specific QMF objects (i.e., QUERY, PROC, or FORM).

— Up to 3 specific owner names in combination with ALL objects, wildcard
object name, or specific QMF objects (i.e., QUERY, PROC, or FORM).

If the COUNT option is chosen, count values are returned on the screen next to
the names entered.

If the LIST option is chosen, a list of objects, according to the options chosen, is
presented, sorted by owner, type of object, and name. The list contains the
CREATED, MODIFIED, and LAST USED fields from the QMF Directory table. A
second screen, shown when PF6 is pressed, displays the subtype (if a QUERY),
the RESTRICTED field, and the first 25 characters of the REMARKS field. An
option is given to change the value of the RESTRICTED field. On the first list
screen, these options are available:

— Display a QUERY or PROC (in CMS file format).

— Erase an object

— Transfer ownership of an object to another user.

— Schedule a PROC for execution using the Control Center scheduling facility.

— Run EXPLAIN on a QUERY.

QMF Tools Setup

Use of QMF Tools requires the following;:

Installation of the DB2 QMF product. Control Center must have READ access to
QMF code disks.

The user must create two EXEC files:
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— An EXEC that will be used to link and access the QMF code disks.
— An EXEC that will link, access and invoke QMF.

+ Creation of the QMFINIT Control file. Refer to FQMEINIT $CONTROIL. Sampld

for details about setting up this file.

QMFINIT $CONTROL Sample Control File

A sample control file named QMFINIT $CONTROL is supplied with Control
Center. This file must be copied to the Database Administrator’s A-disk, modified,
renamed to QMFINIT CONTROL, and then copied back to the Control Center
code disk to make it available to other Control Center users.

QMFINIT $CONTROL contains sample entries of control data, which when
modified, are used by the Control Center QMF Tools Utility to establish the QMF
environment for a database prior to invoking QMEFE. There is one line of control
data for each database for which the user wants to invoke QMF using the Control
Center QMF Tools Utility. Each of these lines contain the following:

* Database name (dbname)
* QMEF DCSS ID

* The name of the user’s exec that accesses the QMF environment (link and access
only) for that database. This exec is used by Control Center to provide access to
the QMF callable interface. This exec must not execute the QMF menu interface.

¢ The name of the user’s exec that links, accesses and invokes the QMF menu
interface

e The version and release of QMF that runs with this database. You must use the
format of "V’ followed by the version number and 'R’ followed by the release
number (for example, V7R1).

* The database machine ID (the database machine ID is not needed for the "ALL’
entry).

Note: Lines beginning with an asterisk (“*”) are treated as comments.
If all databases use the same values, an entry of ALL for the database name can be

used. If ALL is used and there is another entry for a specific database, the specific
database entry overrides the ALL entry.

SQLDBA QMF320E QMFLNK32 QMFEX32 V3R2 SQLDBA

Database SQLDBA; dcssid QMF320E; invoke QMFLNK32 exec to *
link and access QMF environment; invoke QMFEX32 to Tink,access*
and invoke QMF; Version 3.2 of QMF; Database machine userid =*
SQLDBA. *
This entry overrides the ALL entry for SQLDBA. *

LL QMF610E QMFLNK61 QMFEX61 V6R1
Database: all databases; dcssid QMF610E; invoke QMFLNK61 exec =
to Tink and access QMF environment; invoke QMFEX61 to link, =*
access and invoke QMF; Version 6.1 of QMF. *
*

QLDBA1 QMF320E QMFLNK32 QMFEX32 V3R2 SQLMACH1
Database SQLDBAl; dcssid QMF320E; invoke QMFLNK32 exec to *
link and access QMF environment; invoke QMFEX32 to link,access*
and invoke QMF; Version 3.2 of QMF; Database machine userid =
SQLMACH1. This entry overrides the ALL entry for SQLDBAL. *

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R L

* Ok X X OO F %k X X T X X 3k X X

Figure 64. Example of QMIFINIT CONTROL file after being modified by the Database
Administrator
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The installation-dependent user execs named in the QMFINIT CONTROL file
MUST be available to Control Center users and to the support machine that is
running a scheduled PROC. This means that the Database Administrator must
place them on an installation’s common disk or make some other arrangement for
their availability. Note that IBM provides samples with QMF.

CAUTION:

These EXECs must not link and access QMF using the same virtual address or
file mode that is used to link and access the Control Center or DB2 code disks.
These EXECs must not detach the Control Center or DB2 code disks.

Functional Description

The QMEF Tools Utility is invoked from the Control Center Main Menu by selecting
option Q and pressing Enter. When the QMF Tools Utility is invoked, the following
menu is displayed:

/,mm/dd/yyyy Control Center hh:mm:ss h
K e e e e QMF ToOTS ======mmmmmm e *
Option ===> CTRLID: MSTRSRV1
Database => SQLDBA NODE: VMSYSTM1
sokkkk FUNCTION* % *xPARMS** w4k *k*kDESCRIPTION# k5
1 QMF Invoke the QMF Facility
2 LIST List QMF objects
3 CREATE FILE owner Create File of Queries & Procs
4 TRANSFER OWNER oldowner newowner  Change Object Ownership
S NS N S QMFUTIL----%*
PF: 1 Help 3 End 4 Exit
o J

Figure 65. QMF Tools Utility Menu

There are four options to select from:

QMF (option 1)
This option invokes the QMF Facility user interface.

LIST (option 2)
This option gives the user the tools to manage the QMF objects. A screen is
presented from which either a count of objects for specified owners or a
list of specified objects for specified owners can be chosen. If list is chosen,
a panel of object names is displayed. From this panel, the objects can be
displayed, erased, and have their ownership transferred; PROCs can be
scheduled and QUERIEs can have EXPLAIN run on them.

CREATE FILE (option 3)
The CREATE FILE option writes all the QUERIES and PROCS of a given
user to a CMS file with a file name that is the user’s user ID and a file
type of $QMFOBJ$. A carriage control character for skip to top of page
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(“1”) precedes each object, so that when printed on a device that
recognizes carriage control characters, each object will start on a new page.

In the OPTION field, the user specifies “3 nnnnn” (“3” is the Create File
option number and “nnnnn” is the QMF object owner ID whose objects
will be printed). No quotes are allowed, and a space must exist between
the option number (3) and the nnnnn owner ID. If no objects exist for the
owner ID specified, a message is displayed.

TRANSFER OWNER (option 4)

The TRANSFER OWNER option changes the owner field in the
OBJECT_DIRECTORY, OBJECT_REMARKS and OBJECT_DATA QMF

tables.

In the OPTION field, the user specifies “4 oldowner newowner” (“4” is the
Transfer Owner option number, “oldowner” is the current owner name, and
“newowner” is the new owner name). No quotes are allowed, and a space
must exist between the option number (4), the oldowner, and the newowner.

LIST Option

Selecting the LIST option from the menu shown in Eigure 65 on page 149 causes

the following menu to be dislpayed:

/dd/mm/yyyy Control Center hh:mm:ss h
GeemosemmeemeseaEsEREsEaosenDs LIST QMF OBJECTS ======m=mmmmmmmmmmmmmmmmmee *
Option ===> CTRLID: MSTRSRV1
Database => SQLDBA NODE : VMSYSTM1
ENTER C (Count) or L (List) Option above and one of the choices below:
CHOICE 1
OWNER ==> OBJECT ==>
Use a specific OWNER name, the SQL wildcard (%) or ALL for OWNER.
For OBJECT use ALL, QUERY, PROC, FORM, a specific name, or SQL wildcard.
CHOICE 2
OWNER ==> OBJECT ==>
OWNER ==>
OWNER ==>
Enter up to 3 specific OWNER names.
For OBJECT use ALL, QUERY, PROC, FORM, a specific name, or SQL wildcard.
Kmm e e m e mmmm e mmmm e mmmmnn SQMOLIST----*
PF: 1 Help 3 End 4 Exit 5 Main Menu )

Figure 66. LIST QMF OBJECTS Menu

The LIST option enables the user to either get a count of objects or to get a list of
objects. This is indicated in the option field by a “C” or “L.” The Database name
can be changed to request data from another server.

The user can choose from one of two OWNER/OBJECT formats:

¢ The first format allows for any combination of owner: a specific ID, one with a
wildcard (for example, M%), or ALL; and object name: keyword QUERY, PROC,
FORM, specific object name, wildcard name, or ALL.

¢ The second format allows for up to three specific owner IDs to be specified
along with an object name in one of the formats described above. No wild cards

can be used for the OWNER field.
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» If the OBJECT field is left blank, it defaults to ALL.

If the COUNT option is chosen, the number of objects is displayed on the same
screen with the value adjacent to each OWNER field.

If the LIST option is chosen and no objects matching the search criteria exist, then
a message is displayed. w is an example of the menu displayed if objects
exist that match the search criteria:

/mm/dd/yyyy Control Center hh:mm:ss )
fosemesemesemmasaosammaes LIST QMF QUERIES, PROCS, FORMS -==-===-=mmmmmmmm- *
Option ===> CTRLID: MSTRSRV1
Database => SQLDBA NODE: VMSYSTM1
SEL OWNER TYPE NAME CREATED MODIFIED  LAST USED
_ M356959 QUERY ACTNO 05-11-1999 05-11-1999 05-11-1999
o EXPLAIN_QUERY 04-05-1999 04-05-1999 04-09-1999
. TESTTIME 10-14-1998 10-14-1998 05-06-1999
o PROC MYACTNO 05-11-1999 05-11-1999 05-11-1999
o MYPROC 04-29-1999 05-03-1999 05-11-1999
- FORM ACTNO_FORM 05-11-1999 05-11-1999 05-11-1999
__ M760595 QUERY TOP5 03-04-1999 03-23-1999 05-03-1999
. USERAUTH 05-03-1999 05-03-1999 05-03-1999
SELECT: D (Display) E (Erase) N (New Owner) S (Schedule) X (eXplain)
PROC PARM=>
Page 1 of 1
K e SQMOLST2----*
PF: 1 Help 3 Quit 4 Exit 5 Main Menu 6 Remarks 9 Refresh )

Figure 67. LIST QMF QUERIES, PROCS, FORMS Menu

The display lists the OWNER (specified only once for all objects owned), the type
of object (again, listed only once per object type), the names of the objects (in
alphabetic order), and the CREATED, MODIFIED, and LAST_USED time stamps
from the OBJECT_DIRECTORY table. The objects are listed in the order: QUERY,
PROC, and then FORM.

List QMF QUERIES, PROCS, FORMS Options: Enter the letter of the SELECT
option you want to execute in the SELect field. You can choose to:

D - DISPLAY Object
Displays the QUERY or PROC (but not the FORM) in a CMS XEDIT file at
the user’s terminal. Its name is QMFLIST OUTFILE. The file can be
renamed and saved.

E - ERASE Object
This option deletes the object from the three QMF library tables
(OBJECT_DIRECTORY, OBJECT_REMARKS, and OBJECT_DATA). A
confirmation message is issued before the OBJECT is actually deleted.

N - NEW OWNER
This option changes the owner of the object (by updating the three QMF
tables). The user types over the displayed OWNER field with the new
owner name and the tables are updated accordingly. Multiple entries may
be chosen, but the new owner ID must be typed in for each object selected.

S - SCHEDULE a PROC
This option lets the user schedule a PROC using the job scheduling
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function of Control Center. A job scheduling panel is displayed. If the
PROC requires symbolic parameters passed to it, the PROC PARM field at
the bottom of the panel is available for the user to enter up to 60
characters of substitution values.

X - EXPLAIN a Query
This option lets the user choose a QUERY and have the utility run the
EXPLAIN command. A new panel (SQMEXPLN) is presented which allows
the user to choose the EXPLAIN parameters for the command. See
Figure 68 on page 149,

PROC PARM Field
This field is used when substitution values are needed for a scheduled
PROC. You can enter up to 60 characters.

Scheduling a PROC
When the “S” option is chosen for a PROC, a job scheduling panel is presented
(SOMSCHDM). If substitution characters are needed to run the PROC, the field
PROC PARM at the bottom of the selection menu is available for entering up to 60
characters. For example, if the PROC to be scheduled (for example,
M356959.MYACTNO) consists of:

SET PROFILE (CONFIRM = NO

RUN M356959.ACTNO (&&NUM=&NUM)
PRINT REPORT

The query M356959.ACTNO is:

SELECT * FROM SQLDBA.ACTIVITY
WHERE ACTNO > &NUM

The parameter needed in the PROC PARM field is:
&&NUM=150

The command generated by the scheduling facility is:
SQMFBATC SQLDBA "M356959"."MYACTNO" (&&NUM=150)

A new EXEC (SQMFBATC) is supplied which supports execution of a QMF PROC
when the Support Machine receives the command to run it. SQMFBATC invokes
QMF in batch mode to run the PROC. The symbolic parameters are passed by the
EXEC to QMF when it invokes the QMF Batch job.

SQOMEFBATC is scheduled to run on a Control Center support machine, which must
have link access to the database and to the necessary QMF libraries. SQMFBATC
reads the QMFINIT $CONTROL file that is maintained by the user. It supplies the
database name, correct DCSS ID and user EXEC name that hnks to the QMF code
disk. (Refer to $ a on page 144 for more
information about this process.)

Running EXPLAIN on a QUERY
When option “X” is entered next to a QUERY object name, the following menu is
displayed:

Note: For more 1nf0rmat10n about running EXPLAIN on package statements, refer
to i/ 1
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4 N
mm/dd/yyyy Control Center hh:mm:ss
s EXPLAIN QMF QUERY ===-mmmmmmmmmmomomemo o *

Option ===> CTRLID: MSTRSRV1
Database => SQLDBA NODE:  VMSYSTM1
EXPLAIN ====> _ ALL
___ cosT
— PLAN
— REFERENCE
__ STRUCTURE
SET QUERYNO = VIEW RESULTS => 1 (1=YES, 0=NO)
FOR M356959. EXPLAIN_QUERY
NOTE: Place an "X" in the appropriate selection fields. Enter a query
number so the results can be extracted for viewing.
Press "Enter" to submit the EXPLAIN statement.
SIS SIS S NS S SQMEXPLN----*
PF: 1 Help 3 Quit 4 Exit 5 Main Menu

Figure 68. EXPLAIN QMF QUERY Menu

Place an “X” in front of each EXPLAIN option you want performed; ALL includes
each of the four other options. Then, provide a numeric ID for the SET QUERYNO
field. After the EXPLAIN is run, if you enter 1 for VIEW REPORTS, you can view
the results immediately in a report presented to you as a CMS file. If you enter 0,
the report is not displayed; it is saved in a CMS file named QUERYNO Qn#n, where
“nn” is the SET QUERYNO value you entered.

A check is also made to ensure that the EXPLAIN tables exist for the user
requesting the EXPLAIN. An error message is produced if the EXPLAIN tables do
not exist.

Note that the query name is displayed on the screen. When you press Enter, the
tool runs the EXPLAIN dynamically; the results are saved in the user’s EXPLAIN
tables in the database.

EXPLAIN reports include a description of each EXPLAIN table column. [Sampld
I below shows an example of an EXPLAIN report with data from
the REFERENCE table:

Sample EXPLAIN Report:

1 CONTROL CENTER QMF EXPLAIN REPORT
EXPLAIN RESULTS FOR QUERYNO: 12345

QUERY NAME: MYQUERY.ACTNO
DATABASE : SQLDBA
DATE : mm/dd/yyyy hh:mm:ss

SELECT = FROM SQLDBA.ACTIVITY
WHERE ACTNO > &NUM

REFERENCE TABLE

TIMESTAMP : dd/mm/yyyy hh:mm:ss

Chapter 12. QMF Tools 149



QUERYNO  : 12345
QUERY NAME: MYQUERY.ACTNO

RINO (QBLOCKNO REFTYPE CREATOR  TNAME TABNO
0 0 SELECT 0
0 1 TABLE SQLDBA ACTIVITY 1
0 1 COLUMN  SQLDBA ACTIVITY 1
0 1 COLUMN  SQLDBA ACTIVITY 1
0 1 COLUMN  SQLDBA ACTIVITY 1

RINO QBLOCKNO REFTYPE TABNO CNAME COLNO FILTER
0 0 SELECT 0 0 00.00E+00
0 1 TABLE 1 0 00.00E+00
0 1 COLUMN 1 ACTDESC 3 10.00E-01
0 1 COLUMN 1 ACTKWD 2 10.00E-01
0 1 COLUMN 1 ACTNO 1 33.33E-02

DBSS JOIN ORDER GROUP UPDATE
RINO QBLOCKNO REFTYPE TABNO COLNO PRED PRED COL COL  COL

0 0 SELECT 0 0 0 0
0 1 TABLE 1 0 0 0
0 1 COLUMN 1 3 N N 0 0
0 1 COLUMN 1 2 N N 0 0
0 1 COLUMN 1 1Y N 0 0
RINO: Value set to O for the user's original statement and

incremented by 1 for each internally-generated statement
that is processed for referential integrity or cascade
delete. RINO is intended to distinguish among queries
and internally-generated queries.

QBLOCKNO: Query block number, where 1 is the outer-level query
block. Different query blocks (as occur in subqueries
receive different numbers.

REFTYPE: An indication of the purpose of the current row
in the table. Rows are inserted for 3 reasons:

1. For each query a keyword is associated indicating

the type of SQL statement:

SELECT - A select statement

INSERT - An insert statement

UPDATE - An update statement

DELETE - A delete statement

SELUPD - A select statement with a FOR UPDATE clause
DELCUR - A delete where current of cursor statement
UPDCUR - An update where current of cursor statement

2. For each table referenced - the keyword is TABLE
3. For each column referenced - the keyword is COLUMN
CREATOR: Creator of the table.
TNAME : Name of the table.

TABNO: A number that identifies different references to the
same table.

CNAME: Name of the column.

COLNO: A number that identifies the column's ordinal position
in the table.
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FILTER:

DBSSPRED:

JOINPRED:

ORDERCOL:

GROUPCOL:

UPDATECOL:

The most selective filter factor associated with this
column.

Is there a sargable predicate associated with this
column? It may not necessarily be the most selective
one. Y - Yes, N - No.

Is there a sargable equi-join predicate associated with
this column? If yes, then DBSSPRED must be Y (Yes)
as well. Y - Yes, N - No.

If this column is referenced in an ORDER BY clause
gives its position and sort direction; otherwise zero.
(Positive for ascending order and negative for
descending order).

If this column is referenced in a GROUP BY clause
gives its position; otherwise zero.

If this column is in a SET clause of an UPDATE
statement, indicates how it is updated;
otherwise blank.

L - updated by a Titeral

X - updated by a column or expression
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Chapter 13. Group Authorization Tool

The Group Authorization Tool (SQLADMIN) assists DBAs in managing the access
to database objects, simplifies the process of authorization, and shortens the
amount of time needed to grant or revoke privileges. It gives DBAs the ability to
issue authorizations to groups of users on groups of objects rather than one by
one. Individual users can be associated with defined User Groups, and database
objects (tables, views, and packages) can be associated with defined Application
Groups. Then, GRANTs and REVOKEs can be issued specifying a User Group
(grantee) and an Application Group (on objects) using the Group Authorization
panel interface.

Installation Considerations

To use the Group Authorization Tool, an exec called SOMGAINS is supplied that
installs five tables and creates the SQLADMIN ID in the database where the tool
will be run. This exec must be submitted by an ID with DBA authority in the
database. An SQLDBSU input file, SOMGAINS LOADBSU, used by SQMGAINS to
create the tables and indexes, may need to be modified before execution. The steps
to install are:

1. Inspect the SOMGAINS LOADBSU file. This file has the ACQUIRE statement
for a PUBLIC DBSPACE of 256 pages in storage pool 1. The DBA must ensure
that an unacquired DBSPACE is available prior to running the exec. The DBA
may change any of the pertinent fields (POOL, NPAGES, DBSPACENAME).

2. Replace the changed LOADBSU file on product’s code disk.

3. Run the SOMGAINS exec from a DBA ID linked to the database where the tool
is to be installed.

4. Change the password of SQLADMIN. The DBSU grants DBA authority to
SQLADMIN with a password of SQLADMIN. This password should be
changed in accordance with your security procedures.

Group Authorization Tables

The five tables which SQLADMIN uses to manage the Group Authorization
functions are listed below. Each one is owned by SQLADMIN. They are:

USERID_GROUP_TAB User Group Table. This table is used to hold the
name, internal ID, and description of a User group.

USERID_TAB User ID Table. This table has one row for each
unique combination of Userid and User Group ID.

APPL_GROUP_TAB Application Group Table. This table is used to hold

the name, internal ID, and description of an
Application Group.

OBJECT_TAB Object ID Table. This table has an entry for each
object (object owner, object name) in each
Application Group.

GROUP_AUTH_TAB Group Authorization Table. This table records each
group authorization made by SQLADMIN. It
records the User Group ID, the Application Group
ID and the specific privileges granted by the
SQLADMIN panel interface.
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Group Authorization Tool

How it Works

The Group Authorization Tool is a stand-alone utility which executes as a user
application.

All authorizations are granted by the connect ID "SQLADMIN", and are recorded
and maintained by the tool.

By using the ILIST Functions” on page 153 the user can take advantage of the

various reports that are available to help manage database access. These listings, or
reports, will show Application Groups and the objects found within them (tables,
views and packages); User Groups and user IDs associated with specific User
Groups and authorities granted to User Groups.

Because all data about User and Application Groups, as well as authorization
information, is kept in database tables (described in Group Authorization Tables’]
M) the DBA can also query these tables to obtain information about
User and Application Groups and other authorization information. For example, if
the DBA would like to see a list of objects belonging to an Application Group
together with the specific authorizations on those objects, a query including a join
statement could produce the desired result. Or, if the DBA chooses to modify a
Group’s description (see [Figure 71 an page 159), an update could be made to the
APPL_GROUP_TAB or USERID_GROUB_TAB table to make that change.

Tool Design

The Group Authorization tool is designed such that a user can belong to more than
one User Group. A user can have the same privilege granted to an object through
multiple User Groups. If the user is dropped from one User Group, the user will
NOT lose the privilege to the object since it still has authority through another
User Group.

The same logic applies to an object which is in more than one Application Group:
if that object is dropped from one group, but privileges on it exist through another
application group, those privileges will NOT be revoked from users who have
authority on it through another group.

Options Available

ADD a Group

Allows the DBA to create both User and Application Groups. The data created by
this function will be maintained in the USER_GROUP_TAB and
APPL_GROUP_TAB tables respectively (see 'Group Authorization Tables” onl

).

DROP a Group
Deletes a Eroup entry from the applicable tables (see l!Group Authorization Tables”]

). In addition, if any privileges have been granted to a User Group
which is being dropped, all privileges will be revoked from all users in that group.
If an Application Group is dropped, all privileges which were granted on that
group will be revoked from all users who were granted those privileges. There are
two exceptions to this rule:

1. When dropping a User Group to which some group authorizations have been
made, a check is made before revoking each user’s privileges to determine that
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the user has not been granted the same privileges by virtue of belonging to
another group which has been granted like privileges. This user will not lose its
privileges in this case.

2. When dropping an Application Group which has had privileges granted on it,
a check is made before revoking the privileges from each user to whom it was
granted, to determine whether the privileges on the object have been granted to
that user through another Application Group. The user will not lose its
privileges in this case.

ADD/DROP GROUP OBJECTS or USERS

Permits the DBA to populate a group with user IDs (in the case of User Groups)
or, tables and views, or packages (in the case of Application Groups). With
Application Groups, the group is defined as either a table group (consisting of
tables and views only), or a package group (consisting of package names only).

A user can belong to more than one User Group. An object can belong to more
than one Application Group. Both group types could consist of only one entity.

When an object is added to an Application Group, if any User Groups have
privileges on that group, those privileges will be GRANTED on the newly added
object to all users in the User Groups authorized to that Application Group. When
an object is dropped from an Application Group, all users holding priVileEes to
that object will have them automatically REVOKED (see exceptions in

Group” on page 154).

When a user is added to a User Group, all authorities which the group currently
has are GRANTED automatically to the added user. When a user is dropped from
a group, all authorities which the group has are automatically REVOKED from the

user (see exceptions in 'DROP a Group” on page 154).
GRANT or REVOKE Privileges

Provides the capability of granting or revoking privileges to User Groups on
individual database objects or on Application Groups; on all objects defined in the
group. The capability of granting column UPDATE privileges is not implemented.
However, you can create a view with the column updates and then grant UPDATE
privilege on the view.

The Authorization panel allows you to enter an individual object or a group of
objects on which privileges are to be granted or revoked. An individual object is
identified by its owner and object name. A group object is identified by its
Application Group name. All authorizations are done under the connect ID of
SQLADMIN.

For example, in the SYSTEM.SYSTABAUTH table, the grantor for group
authorizations will always be SQLADMIN. An extra grant is done for the User
Group name to facilitate the implementation of the tool. If SELECT privilege is
given to User Group UGROUP1 on Application Group AGROUP1, one extra
GRANT SELECT to UGROUP1 on each object in AGROUP1 is generated by the
tool. Likewise, this privilege is revoked from the User Group when the REVOKE
function is used.

LIST Functions

These on-line listings, or reports, are available from within the Group
Authorization Tool panel environment:
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* All User Groups
* All Application Groups
 All Users/Objects within a specific group

* All Application Groups on which a given User Group has been granted
privileges, and what those privileges are

* All User Groups to which privileges have been granted on a given Application
Group, and what those privileges are.

Invocation

There are two ways to invoke the SQLADMIN tool:
e From the CMS READY screen, enter SQLADMIN, or

* Through the Control Center panel interface, using Option U (Database Utilities)
on the Main Menu, select Option GA.

Once the tool has been invoked, various Group Authorization functions are
available as w shows.

/,mm/dd/yyyy Control Center hh:mm:ss h
e LT Group Authorization Utility ----------------------—- *
Database ===> SQLDBA CTRLID: MSTRSRV1
Option =====> 5 NODE:  VMSYSTM1
*#*QPTION** *%%k*DESCRIPTION*##*x
1 USER GROUP  FUNCTIONS Define/Drop/Alter Group
2 USER FUNCTIONS Add/Drop Users from Group
3 APPLICATION FUNCTIONS Define/Add/Drop Applications
4 GROUP  AUTHORIZATIONS Grant/Revoke Group Privileges
5 CONNECT AUTHORIZATIONS Grant/Revoke Connect
Select OPTION, and press ENTER to process
OGS D S S SQMADMIN-~---- *
PF: 1 HELP 3 QUIT 4 EXIT
- J

Figure 69. Control Center Group Authorization Utility Menu

Using the Tool

Using the Connect Authorizations Option

The Group Authorization tool is used to define users to Control Center and grant
them selected authorizations and access to specified objects.

When you specify 5 for the OPTION in panel SOMADMIN, a panel for CONNECT

authorizations is presented. Eigure 70 on page 157 is an example of the panel

SQMADMCO.
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/mm/dd/yyyy Control Center hh:mm:ss h
L L LR PP Group Authorization Utility -------------cmcmmmo *
Database ===> SQLDBA CTRLID: MSTRSRV1
NODE:  VMSYSTM1
OPTION => _ (1 GRANT 2 REVOKE )
PRIVILEGES = _ (1 CONNECT 2 RESOURCE 3 DBA )
TO or FROM
USER GROUP NAME =>
INDIVIDUAL => PASSWORD ~ =>
ALLUSERS => ( X= YES)
DISPLAY AUTHORITY => ( CONNECT, RESOURCE, DBA, or userid )
Enter parms, select OPTION, press ENTER to process
e e mmmmmmmmm e mmmmmmmmm e mmmmmmmm e mmmmm e SQMADMCO----- *
PF: 1 HELP 3 QUIT 4 EXIT
- /
Figure 70. Group Authorization System Authorizations Menu
The differences between granting connect authorizations for individual users or
groups of users are as follows:
Individual Users
The USER GROUP NAME, ALLUSERS or DISPLAY fields are not used.
Groups of Users
The INDIVIDUAL field is not used.
All other functions are basically the same for either individual users or groups:
Menu Fields
OPTION Used to specify the type of action to be performed
with respect to the PRIVILEGES field. The values
are:
1 GRANT
2 REVOKE
PRIVILEGES Used to specify the type of authorization to be
granted or revoked. The values are:
1 CONNECT
2 RESOURCE
3 DBA
USER GROUP NAME Name of a User Group, as defined to the Group

Authorization tool. If a group name is entered, the
authorization selected will be assigned to ALL
members of the group. This field is not used when
working with a single user ID.

Chapter 13. Group Authorization Tool ~ 157



Group Authorization Tool
INDIVIDUAL

PASSWORD

ALLUSERS

DISPLAY AUTHORITY

Name of a specific user to whom to grant or
revoke a privilege. When working with a group,
this field is not used.

The password to be used when granting the
authority. Note that PASSWORD applies only to an
individual ID.

If any non-blank value is entered, the authority is
granted to ALLUSERS. This field is not used when
working with a single user ID.

When working with groups, this field is used to
select a specific authorization report to be
generated and displayed online in XEDIT mode.
The values are:

CONNECT  The report lists those database
users who have CONNECT
authority only. This value is not
used when working with a single

user ID.

RESOURCE  The report lists those database
users who have RESOURCE
authority (CONNECT authority is
implied). This value is not used
when working with a single user

1D.

DBA The report lists those database
users who have DBA authority.
This value is not used when

working with a single user ID.

If an INDIVIDUAL ID is entered,
the ID’s highest level of
authorization will be displayed
immediately below the DISPLAY
AUTHORITY field. When working
with groups, a single user ID is not
appropriate.

userid

Sample Scenarios For Working With Group Authorizations
These are some example steps to take when first using the Group Authorization

tool:

1.

ok~ wbd

Define Application Groups

Add Objects to the Application Groups
Define User Groups

Add Users to the User Groups

Grant Authorities to the User Groups

To help you get started, we have provided the following suggestions and example
scenarios.

Analyze your current database authorization structure. You can start by grouping
tables and views according to some common function or element(s). For instance,
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perhaps you would like to have all payroll, personnel, or accounting tables in their
own specific groups. You can then define Application Groups for these various
functions.

Let’s say you have 5 tables and 3 views that belong in the personnel organization.
You might want to define three Application Groups for this organization. The
Application Groups will contain the tables and views from the personnel
organization.

Application Group Definitions

AGROUP1 contains PERSTAB1, PERSTAB2, PERSTAB3, PERSVIEW1
AGROUP2 contains PERSTAB1, PERSTAB4, PERSTAB5, PERSVIEW2
AGROUP3 contains PERSVIEW3

Note: PERSTAB1 is common to both AGROUP1 and AGROUP2, and AGROUP3
has only one view defined to it.

Step 1: Define Application Groups

To define (or add) an Application Group, select Option 3 from the Group

Authorization Utility Menu (Figure 69 on page 156). The next menu presented will
be the Application Group Menu. Here you must enter the name of the Application

Group, together with the option to Add a Group, and the Group Type.

/mm/dd/yyyy CONTROL CENTER hh:mm:ss h
L EE LR GROUP AUTHORIZATION Utility =--===--==-==cmmmmmmm- *
Database ===> SQLDBA CTRLID: MSTRSRV1
Group =====> NODE: VMSYSTM1
Option =====>
APPLICATION GROUP MENU
1 ADD GROUP
2 DROP GROUP
3 ADD/DROP OBJECTS IN GROUP
4 LIST GROUPS
5 LIST OBJECTS IN A GROUP
6 LIST GROUP AUTHORIZATIONS
DESCRIPTION N C
GROUP TYPE = [] (T or P)
Choose OPTION, select DATABASE, press ENTER to process
T et et SQMADMAP---#*
ENTER F1= HELP F3= QUIT F4= EXIT
o %

Figure 71. Control Center Application Group Menu

The required, or optional, fields are:
[ The Application Group Name (AGROUP1)
[ The Application Group option, 1-6 (1)
The Group Description field is optional. If entered, it is stored in the
database record and can be viewed in the Application Group List report.
] The Group Type identifier; T is for tables or views, P is for packages.
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Step 2: Add Objects to the Application Group

After the Application Group has been added or defined, we need to add the
objects (tables and views, or packages) to the group. From the Application Group
Menu, select Option 3 to add the objects to AGROUP1.

The Object Functions Menu is where tables and views, or packages are added to
the Application Group. In w we have added the personnel tables and view
to Application Group AGROUP1.

~
/mm/dd/yyyy CONTROL CENTER hh:mm:ss
e EEE R GROUP AUTHORIZATION Utility =----=-==-mmmmmmmmmmeeo *
Database ===> SQLDBA CTRLID: MSTRSRV1
Group =====> AGROUP1 NODE: WMAVM7
Option =====>1
OBJECT FUNCTIONS
1 ADD OBJECTS
2 DROP OBJECTS
OBJECTS: OWNER ~ OBJECT NAME OWNER  OBJECT NAME
PERS PERSTAB1
PERS PERSTAB2
PERS PERSTAB3
PERS PERSVIEW1
Enter Object ids, select OPTION, press ENTER to process
S — SQMADMOB- ---- *
ENTER F1l= HELP F3= QUIT F4= EXIT
o J

Figure 72. Add Objects to Your Application Group

Step 3: Define User Groups

Once the Application Groups have been set up, define the users of your database
to whom privileges must to be granted for the various personnel tables and view
identified above.

Let’s assume we have 10 users whose IDs are USER1 through USER10. You can
now group these users by function or access needs, or whatever criteria you use to
determine authorization.

In this case, we will define 3 User Groups (UGROUP1 through UGROUP3). Place
the 10 users, Userl through User 10, into any of the 3 defined User Groups:

User Group Definitions

UGROUP1 consists of Userl, User2, User3, User4, User5, User6
UGROUP2 consists of Userl, User7, User8, User9, Userl0
UGROUP3 consists of Userl through Userl0

Note: Userl is in all 3 groups, all ten users are in UGROUP3. Any distribution of
users is allowed, depending on your authorization needs.
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The User Group Menu is where you can add or delete a User Group, populate a
User Group, and list User Groups.

/mm/dd/yyyy CONTROL CENTER hh:mm:ss
T GROUP AUTHORIZATION Utility -----m---mmmmmmmmmmmmmme *
Database ===> SQLDBA CTRLID: MSTRSRV1
Group =====> NODE: VMSYSTM1

USER GROUP MENU

1 ADD GROUP

2 DROP GROUP

3 ADD/DROP USERS IN A GROUP
4 LIST GROUPS

5 LIST USERS IN A GROUP

6 LIST GROUP AUTHORIZATIONS

DESCRIPTION =>

Select OPTION, enter GROUP NAME, press ENTER to process

ENTER F1= HELP F3= QUIT F4= EXIT

- J

Figure 73. Menu for User Group Functions

Step 4: Add Users to the User Groups

After the specific User Group has been added, you can populate the User Group
by selecting Option 3 from the User Group Menu.

/mm/dd/yyyy CONTROL CENTER hh:mm:ss )
K GROUP AUTHORIZATION Utility ----===-===-mmmmmmmmmmm o *
Database ===> SQLDBA CTRLID: MSTRSRV1
Group =====> UGROUP1 NODE: WMAVM7
Option =====>1
USER MENU
1 ADD USERS
2 DROP USERS
3 LIST USERS
USER LIST: NAME NAME NAME NAME NAME
Userl
User2_
User3_
Userd
User5
User6_
Select OPTION, enter USERS if needed, press ENTER to process
et el SQMADMUS----- *
ENTER F1= HELP F3= QUIT F4= EXIT
- J

Figure 74. Users Added to UGROUP1
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Once the users have been added, we can grant object authority to the User Group
UGROUP1.

Step 5: Grant Authorities to the User Groups

Now issue grants or revokes to those User Groups associated with the six users
who belong to UGROUP1. Using the Authorization Menu, grant SELECT and
UPDATE on AGROUP1 to UGROUP1, as shown below.

/mm/dd/yyyy CONTROL CENTER hh:mm:ss
e EEE R GROUP AUTHORIZATION Utility ------====——mmmmmmmm - *
Database ===> SQLDBA CTRLID: MSTRSRV1

NODE: VMSYSTM1
OPTION =1 (1 GRANT 2 REVOKE )
PRIVILEGES =1 4 (1 SELECT 2 INSERT 3 DELETE
4 UPDATE 5 ALL 6 EXECUTE
ON
OBJECT OWNER =>
OBJECT NAME =>
OR
APPLICATION GROUP NAME => AGROUP1
TO or FROM
USER GROUP => UGROUP1
WITH GRANT OPTION => (1YES)

Enter parms, select OPTION, press ENTER to process
O e RS SQMADMPR- - - - *
ENTER F1l= HELP F3= QUIT F4= EXIT

o J

Figure 75. Authorization Menu

This will have the effect of granting SELECT and UPDATE privileges on tables
PERSTAB1, PERSTAB2, PERSTAB3, and PERSVIEW1 to user IDs Userl through
User6.

To continue with this scenario, say you were to also enter:

Grant to UGROUP2
FGRANT SELECT, UPDATE on AGROUP1 to UGROUP2

This grants SELECT and UPDATE privileges on tables PERSTAB1, PERSTAB2,
PERSTAB3, and PERSVIEW1 to user IDs Userl, User?7, User8, User9, and User10.

Note: Userl has been granted SELECT and UPDATE privileges to the same tables
in AGROUP1 by virtue of belonging to two different User Groups.

This means that if this revoke were done:

Revoke from UGROUP1
’(REVOKE UPDATE on AGROUP1 from UGROUP1
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User2, User3, User4, User5 and User 6 would lose Update privileges on the tables
in AGROUP1. They would retain the SELECT privilege. However Userl would
retain Update privilege because User1 still has it by belonging to UGROUP2.

This example is only one of very many which can be developed and maintained
by using the Group Administration tool. All sorts of variations are possible, and
the tool will maintain the structures and authorizations for you.

Performance

There are some performance considerations for doing on-line authorizations.
However, none of the functions will take longer than if they were done
individually by a DBA through ISQL or some other method. In fact, overall
elapsed time should be substantially less when key strokes and preparation time
are taken into consideration.

Another performance factor, though probably of little concern, is that two tables
(USERID_GROUP_TAB and APPL_GROUP_TAB) have primary indexes which will
be incremental in nature. These should be monitored by the DBA for
reorganization; however, this should only be a problem in the event that very
many groups are defined.

Usage Notes

1. You can grant and revoke authorizations to a User Group where users have not
yet been added. The authorizations will be made to the Group ID.

2. You can then ADD users who will automatically inherit the grants possessed by
the Group ID.

3. However, when you drop users from the Group, after that last user is dropped
from the group, the Group ID also loses its privileges.

4. Be careful with mixing view and tables together in an Application Group.
While you can grant SELECT on a mix of tables and views, you may not be
able to grant INSERT unless the SQLADMIN ID has specific authority to the
view, or the view itself permits INSERT (or UPDATE).

Special Considerations

1. All authorizations (other than CONNECT, RESOURCE, and DBA) are only
granted to Groups, not individual user IDs. A way around this is to define a
User Group with only 1 user ID in it. You can then grant authorizations to that
user group, thus effectively granting to an individual ID.

2. Authorizations can be granted to a User Group for an individual table which is
not a member of an Application Group. For example:

Individual Tables
FGRANT SELECT on SQLDBA.ACTIVITY to UGROUP1

This will grant the privilege to all users defined in UGROUP1. However, since
the grant is to an individual database entity, and not to an object belonging to
an Application Group, this authorization is NOT recorded in the tool’s tables.

Thus, if any user ID defined in UGROUP1 were later to have its privilege to
SQLDBA.ACTIVITY revoked, because that table was defined in an Application
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Group, the privilege would be deleted from the SYSTEM.SYSTABAUTH table
since the Group Authorization tool does NOT know about this individually
granted authority.

The way around this limitation is to define the table in its own group. The
same way a single user can be defined in a User Group, so too, a single table
(or view, or package) can be defined in its own application group.

3. The authorizations which can be granted or revoked are:
e SELECT, INSERT, UPDATE, DELETE and ALL on Tables/Views

* The ALL authorization is equivalent to the SELECT, INSERT, UPDATE, and
DELETE privileges and does not include ALTER, INDEX or REFERENCES.

* EXECUTE on Packages
+ All of the above authorities can be granted with the GRANT option

4. All grants and revokes are done under the Connect ID of SQLADMIN. This ID
will be generated into the database at install time, with a random password.
The password is obtained by the program when invoked, and the CONNECT
to the ID is done prior to issuing authorities.

5. When granting EXECUTE on packages, the SQLADMIN ID must have the
RUN privilege with GRANT option in order to do the GRANT. An error
message will be produced if this is not the case.

6. There is no ability to grant referential constraint privileges.

7. If you have current authorizations recorded in SYSTEM.SYSTABAUTH and
SYSTEM.SYSPROGAUTH, these entries will not be affected by the tool since all
privileges are granted by SQLADMIN. You should, therefore, remove any old
or non-SQLADMIN grants as you may deem necessary as you build your
authorization scheme and issue GRANTs using the tool.

8. The following is an example of a query you can use to obtain other information
from the Group Authorization tables. For example, if you want a list of which
users (and their group IDs) have SELECT authorization to all the objects in a
particular Application Group, the following query will obtain the desired result:

SELECT A.APPL_GROUP_NAME, 0.0BJECT_OWNER, 0.0BJECT_NAME, G.S_AUTH,
U.USERID, UG.GROUP_NAME

FROM  SQLADMIN.USERID_GROUP_TAB UG, SQLADMIN.USERID_TAB U,
SQLADMIN.OBJECT_TAB 0, SQLADMIN.GROUP_AUTH_TAB G,
SQLADMIN.APPL_GROUP_TAB A

WHERE A.APPL_GROUP_NAME = 'AGROUP5' AND
0.APPL_GROUP_ID G.APPL_GROUP_ID  AND

U.GROUP_ID G.USERID_GROUP_ID AND
A.APPL_GROUP_ID G.APPL_GROUP_ID  AND
UG.GROUP_ID U.GROUP_ID AND
G.S_AUTH > '

ORDER BY 1,2,3,5

Figure 76. Query Using Join Statement
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APPL
GROUP
NAME
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5
AGROUP5

OBJECT
OWNER
M760595
M760595
M760595
M760595
M760595
M760595
M760595
M760595
SQLDBA
SQLDBA
SQLDBA
SQLDBA

OBJECT
NAME
TABERROR
TABERROR
TABERROR
TABERROR
TABERROR
TABERROR
TABERROR
TABERROR
ACTIVITY
ACTIVITY
ACTIVITY
ACTIVITY

<O <O<<OO<O<o

USERID
TESTGP3
TESTGP4
USER1
USER1
USER2
USER3
USER4
USER5
TESTGP3
TESTGP4
USER1
USER1

GROUP
NAME
TESTGP3
TESTGP4
TESTGP3
TESTGP4
TESTGP3
TESTGP3
TESTGP4
TESTGP4
TESTGP3
TESTGP4
TESTGP3
TESTGP4

Figure 77. Results of Join Query

Or, if you want to modify a group’s description, you can simply update the

GROUP_DESC field for the USERID_GROUP_TAB or the APPL_DESC field of
the APPL_GROUP_TAB.

desired database prior to invoking the tool.

Chapter 13. Group Authorization Tool

You must have DBA authority to use the tool and should be initialized to the
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Chapter 14. Database Operation Interface Tools

Overview

The Operator Command Interface tools provide an interface between your virtual
machine and a DB2 Server for VM database for performing database operator
commands including SHOW commands, FORCE, COUNTER, RESET, and TRACE
commands, and operator commands included with the VMDSS feature.

Although the Operator Command Tool and the Direct Operator Command Tool
allow you to perform many of the same operator commands, there are key
functional and operational differences which set them apart.

Table 9. Operator Command Tool/Direct Operator Command Tool Comparison

Functional Differences Operator Command Tool Direct Operator Command
Tool

Issue operator commands to | YES NO

remote databases

Supports FORCE, TRACE, YES NO

and RESET operator

commands

Operational Differences

Control Center Panel Mode | YES” NO
Interface

Requires Control Center YES NO
authority

Requires a DB2 Server for NO YES
VM agent

* Before using the trace facility through Control Center, you should review the
database Archiving/Tracing parameters and Startup parameters. See

”

* If outputting trace information to tape, you should also review the database
TAPE parameters in the same section.

Operator Command Tool

The Operator Command Tool provides an interface between your virtual machine
and a local or remote database manager for performing database operator
commands including SHOW commands, FORCE, COUNTER, RESET, and TRACE
commands, and operator commands included with the VMDSS feature.

7. The Operator Command Tool can also be invoked from CMS using the Control Center command mode interface. Refer to

Append

mand-Mode Interface” on-page 501,
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/mm/dd/yyyy CONTROL CENTER hh:mm:ss )
L L L DBA Operator Commands =----=======--ommmmmmmmo *
Option ===> CTRLID: MSTRSRV1

Database ===> SQLDBA NODE:  VMSYSTM1

SHOW COMMANDS

A ACTIVE AD ADDRESS module-name

B BUFFERS C DBCONFIG

CN CONNECT D DBSPACE n

E  DBEXTENT I INVALID

ID INDOUBT IP INITPARM

LA LOCK ACTIVE LD LOCK DBSPACE ALL|n

LG LOCK GRAPH uid|AGENT n LM LOCK MATRIX

LU LOCK USER uid|AGENT n|ALL LW LOCK WANTLOCK uid|AGENT n|ALL

L LOG LH LOGHIST ALL|n|SERVICE

LN CRR LOGNAMES P POOL ALL|SUMMARY |DELETED|

PR PROC *|proc-name AUTHID SP PSERVER | GROUP
S SYSTEM SG STORAGE
U USERS

Enter OPTION and PARMS, select DATABASE, press ENTER to process
e e e SQMOP10-----~ *
PF: 1 Help 3 End 8 Fwd (More & VMDSS)
- %

Figure 78. DBA Operator Commands Panel

The DBA Operator Commands panel is shown in w Additional
Miscellaneous Commands and VMDSS commands are presented on a separate
panel accessed by pressing the PF8 key. The VMDSS commands are applicable only
if your database includes the VMDSS feature.

The database you're currently working with is identified by your communication
path and database settings shown near the top of the panel. The communication
path may be changed using Option C from the Control Center Main Menu,
whereas the database setting may be changed on this panel. For more information,
see P — —;

Commands are issued against the specified database by entering the one or
two-character command abbreviation along with required parameters, if any, and
pressing the ENTER key. For example, the SHOW ACTIVE command can be issued
by entering A in the option input field and pressing ENTER. The database

response will be presented to you in a response panel (see I'Response Panels” onl

Refer to the DB2 Server for VSE & VM Quperatiod manual for a complete description
of each operator command.

The Miscellaneous and VMDSS DBA Operator Commands panel is shown in
i . This screen is presented on a separate panel when PF8 key
is pressed from the main DBA Operator Commands panel.
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/mm/dd/yyyy CONTROL CENTER hh:mm:ss )
L e L e DBA Operator Commands =---=====-=--mmmmmmmmmmmmmem *
Option ===> CTRLID: MSTRSRV1
Database ===> SQLDBA NODE:  VMSYSTM1
MISCELLANEOUS COMMANDS

F FORCE uid|AGENT n (DISABLE) Disable is optional

CO COUNTER *|name R RESET *|name

RD RESET INDOUBT *|ids SI SET PARAMETER name newval

TS TRACE START TO TRACE OFF NOCL

PS START PROC =*|proc-name|authid PO STOP PROC *|proc-name|authid

VS START PSERVER group|name VO STOP PSERVER group|name

RN RESET CRR LOGNAMES

VMDSS COMMANDS

CI COUNTER INTERNAL *|name RI RESET INTERNAL *|name

CP COUNTER POOL *|n|DIR|UNMAPPED RP RESET POOL *|n|DIR|UNMAPPED

SP SET POOL nl|nl-n2 DSn STR|SEQ SS SET SAVEINTV n

WT SHOW TARGETWS

Enter OPTION and PARMS, select DATABASE, press ENTER to process
e R PR SQMOP15------- *
PF: 1 Help 3 End 7 Bkwd 8 Fwd
. %

Figure 79. VMDSS DBA Operator Commands panel

For more details on the specific VMDSS operator commands, refer to the el
hprwprfnr VSE & VM Pprfnrmﬂnm T’1miwg Handhood manual.

Database Tracing

There are two ways to initiate the trace facility under Control Center: during
database startup or by issuing the TRACE operator command. Both methods are
controlled by the database Tracconv, Tracdbss, Tracdrrm, Tracdsc, Tracebuf, Tracrds,
Tracstg, and Tracwum parameter settings. These parameters allow you to specify
what database operations are to be traced, and at what levels. The section

[‘Database Startup Parameters” on page 193 describes how to set these parameters.

How the trace facility is activated is dependent on the database Tracing parameter.
If Tracing is set ON, the trace facility will be activated at database startup. If set
OFF, it can be activated on demand by issuing the TRACE START command. In
either case, tracing can be turned off by issuing the TRACE OFF command.

The output media for trace information is defined by the database

Archiving/Tracing parameter settings. See [’Archiving /Tracing Parameters” orl

Advantages of Use

Using the Operator Command Interface provides you with several advantages over

using other database interface products such as ISQL.

* Operator commands may be issued to local and remote databases from a single
console.

* Control Center interfaces with a database through the database console and
therefore does not use a database agent. This is important when the database is
busy, experiencing intensive database locking, or when all agents are active.

* The FORCE command, which is only available from the database console, may
be issued to a local or remote database using Control Center.
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Direct Operator Command Tool

The Direct Operator Command Tool allows you to issue database COUNTER and
SHOW commands to a database from the CMS command level. Results are
displayed at your console and saved to a CMS flat file as SQLREX RESULTS.
SQLREX cannot be executed remotely. The database and you must be located on
the same node. Execution of SQLREX uses one database agent..

Before Issuing SQLREX

Before issuing the SQLREX command, these steps must be completed:
* The database production disk must be linked and accessed.

* The Control Center disk must be linked and accessed.

* The database must be started.

* The DBINIT EXEC provided with the Control Center for VM product must be
run to establish the required links and define the name of the database machine.

SQLREX

(1) (2)

Sshow parameters | ><

»»>—SQLREX SHOW—show keyword

COUNTER *

Y _name

Notes:
1 ACTIVE, ADDRESS, BUFFERS

2 Parameters may or may not be applicable for the specified show keyword.

The SQLREX command issues a database COUNTER or SHOW command to the
database machine. Output is displayed by placing you in the XEDIT environment,

editing the file SQLREX OUTPUT; see [Figure 80 on page 171l. The first line of

output is generated by Control Center; it includes the name of the database
machine. Output from the database is shown on the remaining lines. 8

8.1f no database output is shown check the COUNTER or SHOW command for correct syntax.
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/'SQLREX OUTPUT Al V 80 Trunc=80 Size=8 Line=0 Col=1 A1t=0
>

1=HLP 2=SPL 3=FILE 4=Q 5=TAB 6=SPLIT 7=U20 8=D20 9=JOIN 10=R30 11=L30 12=CCl
00000 * * * Top of File * * =
00001 Database: SQLDBA dd/mm/yyyy hh:mm:ss
00002
00003 Status of agents:
00004 Checkpoint agent is not active.
00005 User Agent: 1 User ID: MSTRUSR1 is R/0 APPL 38F0
00006 Agent is processing an operator command.
00007 4 agent(s) not connected to an APPL or SUBSYS.
00008 ARIOO65I Operator command processing is complete.
\?0009 * % % End of File * % *

Figure 80. Sample Output from SQLREX Command

Chapter 14. Database Operation Interface Tools

171



172  Control Center Operations Guide for VM



Chapter 15. Database Status Tool

Overview

Control Center status tools provide you with current detail and summary status
information pertaining to your database machine. The status information provided
will help you to quickly determine the condition of your database and whether or
not any action is required. In addition, status information can be summarized to
single panel displays for quick system-wide assessments of multiple databases
residing on one or more systems managed by one or more Control Center service
machines.

Database Status Display Options

The Database Status selection panel shown in [Eigure 81 on page 174 gives you four

options for displaying database status information. The options will allow you to
retrieve status for one database or for a group of databases. Option D, for example,
will provide you with the status for a single database, whereas Option A will
provide you with status information for all databases listed in the
SQLMSTR DIRECTRY file (refer to Chapter 8 Managing the Environment” an
for details regarding this file). These options were developed to meet a
wide range of operational support requirements. For example, an operations
support staff responsible for overall systems availability might be more interested
in Option A for a total systems status summary, whereas a database administrator
might be more interested in Option D, providing information about a specific
database.

The status information provided by each Option (D,5,N,A) is the same, with the
difference being the specific database or list of databases displayed.

Display Status for a Database (D)

Provides detailed status information for a specific database. From this panel you
will be able to quickly determine the current condition of your database, as well as
determine if any specific action is required. Additional panel options (Select and
Query) will give you quick access to other product tools that can provide you with
more detailed status information, as well as operational control tools (database
starting, termination, operator commands). Refer to the sections below for more
information regarding the Select and Query options.

Display Status by Control Center Machine (S)

With this option you can quickly review the status of all your databases controlled
by a specific service machine. The product’s entry field can be typed over to
quickly request status information from other service machines.

Display Status by System Node (N)

Provides status information for all databases that are managed and controlled by
all service machines on a specified system node. To change the system node,
simply tab over to the system node entry field and type in the new system node.

Display Status Using Database List (A)

This option provides status information for all databases that are identified in your
SQLMSTR DIRECTRY file or another specified file name and file type in the same
format.
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Specifying a Specific List of Databases to Status: As shown in [Figure 81 , the
SQLMSTR DIRECTRY file indicated for option A can be changed to another CMS
file. The format of this file must match that of the SQLMSTR DIRECTRY file, as

documented in [‘Chapter 8 Managing the Environment” on page 74. In this file you

would include a list of all database machines that you want status information

about.
4 mm/dd/yyyy Control Center hh:mm:ss h
e L Database Status =--=-----ccmmmmmmeeee *
Option ==> CTRLID: MSTRSRV1
Database => SQLDBA NODE : VMSYSTM1
Option Action
D Display status of DATABASE DB261DBA
S Display status of all databases under SQMSTDV1
N Display status of all databases on WMAVM1
A Display status of all databases in SQLMSTR DIRECTRY
Select OPTION and press ENTER
K o o e o SQMSTO5------ *
PF: 1 Help 3 End
- J

Figure 81. Database Status Tool, Option Selection Panel

Who is Authorized to Use the Status Display Panels

Retrieval of database status information requires User, Operator, or greater
(Database Administrator or Control Center Administrator) authorization for each
database that you are requesting status information about. Once the status is
displayed, additional panel options (database startup, termination, ...) may require
Database Administrator authorization for each database selected. Adding Control
Center authority for a database can be done using the Database Parameters tool.

Refer to I“Abaut the Database Parameters Tool” an page 183,

Advanced Usage: The product provides a default set of tools that are accessible by
User, Operator, or Database Administrator-level authorizations.
These defaults can be changed so as to add or delete User,
Operator, or Database Administrator authorizations to specific
tools. For more details on how your authorization levels can be

modified, refer to Appendix FAutharizations” on page 489,
About the Master Database Status Display Panel

The Master Database Status Panel (format 1), shown in [Eigure 83 on page 176,
provides status summary information for databases as specified by your selection
on the previous panel (

The Format 1 Status Display Panel provides you with the overall status of the
database machine as well as the first 20 characters of the internal database mode
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(SOMODE) and database status (DBSTATUS) that Control Center maintains for this
database. See I’About SQMODE and DBSTATIIS” on page 181l for more information
about the dbmode and dbstatus.

By reviewing the machine status, dbmode, and dbstatus, you can quickly
determine if the database is UP, DOWN, or performing a database function.

When the database (SQLDBA1) is running normally (NORMAL, NORMAL), the
machine status will indicate UP. If the database (SQLDBAZ2) has been brought
down normally (NORMAL, DOWN), the machine status will be DOWN. If the
database (SQLDBA3) is performing a Single User Mode (SUM) operation (such as a
User Archive, add dbextent, or cold log), that function will be reflected in the
machine status.

Discrepancies between the machine status and the dbstatus indicate a problem.

For example, in w, the machine status for SQLDBA4 shows a machine
status of ‘LOGOFF’ but a dbstatus of “ARCHIVEDOWN RUNNING.” This would
indicate that the database was logged off in the middle of an archive.

The machine status of ‘NOTDISC’ for SQLDBAS3 indicates that someone is
currently logged on that database while it is running. This could be a potential
problem. If the database is running, Control Center will not receive or respond to
any of the database’s messages when the database is not running disconnected.

The SOQOMODE and DBSTATUS fields are blank for SQLDBAG6 because the database
is managed by a Control Center service machine at an earlier version than 7.1.0.
However, you can still review the SQMODE and DBSTATUS by selecting option C
(Change status).

/dd/mm/yyyy Control Center hh:mm:ss )
R LT EE LR Master Database Status Display ---------=--=--—————-—- *
3 Command ===> 3
3 Machine Database Mode Database Status 3
3 Sel Database Node Status SQMODE DBSTATUS 3
B e e e e e e m e e C e — e ————————————_—————— 3
3 _ SQLDBA1 WMAVML  UP NORMAL NORMAL 3
3 SQLDBAZ WMAVM1 DOWN NORMAL DOWN 3
3 SQLDBA3 WMAVM1I  UARCHIVE NORMAL UARCHIVEDOWN RUNNING 3
3 _ SQLDBA4 WMAVM1 LOGOFF  NORMAL ARCHIVEDOWN RUNNING 3
3 SQLDBA5 WMAVM1 NOTDISC NORMAL NORMAL 3
3 SQLDBA6 WMAVML  UP 3
3 3
3 3
3 Select: C Change Status, S Sqlstart, E Sqlend, V View Messages 3
3 A Show Active, L Show Log, U Show Users, 0 Operator Cmds 3
3 Query: QA Archlog, QE Extents, QH Archhist, QJ Jobs, QL Last Strtparms 3
3 QP Parms, QR Recovlog, QS Startlog, QT Tapes, QV Vmdss 3
3 Page 1 of 1 3
3 3
e e PP e SQMSTAT1----- *
PF: 1 Help 2 Refresh 3 End 4 Format 2 Display 7 Bkwd 8 Fwd

9 Sort/Database 10 Sort/Status 11 Sort/Statdate 12 Sort/SQLStart )

Figure 82. Master Database Status Panel (Format 1)

Format 2 Status Display Panel

The format 2 status display panel, shown in Eigure 84 on page 174, provides you
with the current status of each database, the date and time when the status had
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last changed, the date and time when the last message was received by the
product from the database, the date and time when the database last started, and
the time/result of the last SHOW LOG, with the LOGPCT field calculated as the
amount of the current log being used divided by the database’s archive threshold
(LOGUSED / ARCHPCT, with ARCHPCT matching the archpct database startup

parameter; refer to L
.m). The PF4 key can be used to change to the Format 3 Status Display
Panel.

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss
R e EEE B Master Database Status Display ---------=--=——-————-—- *
Command ===>
*xxxx%x Dates/Times of Last Activity xx#xx
Sel Database Node Status Stat/Change SQLStart Show Log  Logpct
SQLDBA1 VMSYSTM1 UP 04/05-02:21 04/05-02:21 04/01-10:41 01/78
SQLDBA2  VMSYSTM1 DOWN 04/05-15:00 04/01-18:00 04/05-14:00 25/78
SQLDBA3  VMSYSTM2 UP 04/03-14:21 03/19-08:00 04/05-12:30 56/78

Select: C Change Status, S Sqlstart, E Sqlend, V View Messages
A Show Active, L Show Log, U Show Users, 0 Operator Cmds
Query: QA Archlog, QE Extents, QH Archhist, QJ Jobs, QL Last Strtparms
QP Parms, QR Recovlog, QS Startlog, QT Tapes, QV Vmdss
Page 1 of 3

e e SQMSTAT2----- *
PF: 1 Help 2 Refresh 3 End 4 Format 3 Display 7 Bkwd 8 Fwd
9 Sort/Database 10 Sort/Status 11 Sort/Statdate 12 Sort/SQLStart

Figure 83. Master Database Status Panel (Format 2)

Format 3 Status Display Panel
The Format 3 Status Display Panel, shown in [Figure 84 on page 174, provides

additional status information about each database currently displayed including
the last message received from the database’s console. The PF4 key will change the
panel back to the Format 1 Status Display Panel.
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4 mm/dd/yyyy CONTROL CENTER hh:mm:ss h
L LR Master Database Status Display -----=-===---=cccmeuuumu *
Command ===>
Sel Database Versn Status Last Message Received From Database
_ SQLDBA1 6.1 UP 04/05-14:51 ARIO065I Operator command process
_SQLDBA2 7.1  DOWN 04/05-14:00 ARIO043I Database manager return
_ SQLDBA3 7.1 UP 04/02-02:00 ARIO2921 Archive Completed
Select: C Change Status, S Sqlstart, E Sqlend, V View Messages
A Show Active, L Show Log, U Show Users, 0O Operator Cmds
Query: QA Archlog, QE Extents, QH Archhist, QJ Jobs, QL Last Strtparms
QP Parms, QR Recovlog, QS Startlog, QT Tapes, QV Vmdss
Page 1 of 3
e e T TR SQMSTAT3----- *
PF: 1 Help 2 Refresh 3 End 4 Format 1 Display 7 Bkwd 8 Fwd
9 Sort/Database 10 Sort/Status
& %

Figure 84. Master Database Status Panel (Format 3)

Select Options
The Select Options (refer to w) are available from all of the status display
panels. These options provide you with quick access to product tools to invoke

specific database actions, such as database startup or termination.
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Option
Change Status (C)

Sqlstart (S)

Sqlend (E)

View Messages (V)

Description

Use this option to change the DBSTATUS and
SOMODE entry fields. These status fields are used
by the product during automated database
operations. If these fields do not correctly reflect
the current status of your database, then you may
be required to change them. More information
about these entry fields and the Change Status (C)
option is presented later in this chapter.

If you determine that the database is down and
can be restarted, selection S will issue a start
immediate command. Refer to

Should you need to terminate a DB2 Server for VM
database’s operation, selection E will invoke the
database termination tool. Refer to

This option will invoke the View Message Log

(refer to ['View Message T.og Tool” an page 463).
This tool provides you with a view of all database
console messages that have been produced to date

on a specified database machine’s console.

Show Active (A), Show Log (L), Show Users (U)

Operator Cmds (O)

Query Options

Query options (QA, QE, ... refer to Fi

Selections A, L, and U will invoke the specific
database operator commands indicated (refer to

%).
Selection O will invoke the Database Operation

Interface tool (refer to !Chapter 14 Databasd
Qperation Interface Tools” on page 167).

7

) are available from any of

the status display panels. These options make additional information about your
database’s status easily accessible from a single panel to aid in the problem
determination and resolution process.

Option
Archlog (QA), Archhist (QH)

Extents (QE)
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Description

Displays all database console messages that were
produced by a database machine during its last

(most current) archive event (log or full). The QH
option will display the database’s archive history
file, which is a chronological listing of all archive
activity for a given database (refer to

lbage 203).

This option will display current database extent
space utilization information in storage pool order
(refer to 'Query DBREXTENTS/STQRPOQL]

Morging Taol” 7).

”
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Jobs (QJ) This option will list all jobs associated (active,
inactive, or failed) with a specified database (refer
to I'JTob Schedule Tist Tool” on page 12(1).

Last Strtparms (QL), Parms (QP)
Option QL will display the database startup
parameters that were specified at DB2 Server for
VM database startup. Option QP will display the
startup parameters as specified in the

database PARMS file (refer to t“’About the Databasd
h : l I 7 ] 2;3).

Recovlog (QR) This option will display the most current database
recovery console file. All database console
messages produced during the most current
database recovery event will be displayed in this
file (refer to L ivi
Recavery Tools” on page 20).

Startlog (QS) Displays all database console messages that were
produced during the last time the database started
up (refer to tChap.tm‘_Lé_Da.fahasdiaLtu.p_a.nd
Mermination Taols” 1),

Tapes (QT) Will invoke the product’s database tape
management tool for a specified database machine.
From this option all tapes (tapes or disks) assigned
to a database machine for the purposes of
archiving are displayed (refer to E!Chapter 11 Tapd
Management Toal” an page 129).

VMDSS (QV) Displays the current VMDSS (VM Data Spaces)
parameter settings that are used during database

startup processing (refer to I’Ahout the Datahasd
Parameters Tool” on page 183).

PF Key Selections

Various PF keys are available on both the format 1 and format 2 Master Status
Display panels which provide you with panel display sorting and refresh
capabilities.

PF Key Description
Refresh (PF2) This option will refresh the status information

currently displayed on all of the Master Status
Display panels.

Sort/Database (PF9) This option will sort the Master Status display
panels by database machine name.

Sort/Status (PF10) This option will sort the Master Status display
panels by database machine status.

Sort/Statdate (PF11) This option will sort the Master Status display
panels by date and time of last status change (most
current to oldest).

Sort/SQLStart (PF12) This option will sort the Master Status display
panels by date and time of the last database
startup time (most current to oldest).
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Changing a Database’s Status

The product keeps several parameters in memory about the status of a database.
This information is used as part of the knowledge base for many of the automated
operations that Control Center performs. When a database starts up under product
control, the status is always set to NORMAL. Other status values are set when the
product receives information from the applicable database that indicates what
condition it is in.

For example, if a TAPE MOUNTED message is received from a database, the
product must know what status the database is in so that the proper action can be
performed. If the database is archiving, then the TAPE MOUNTED message will
cause it to issue a CUU reply to a database archiving message. If the TAPE
MOUNTED message is received while the database is in recovery, then a different
response would be issued from the product.

Who Can Change a Database’s Status

Only those persons with Database Administrator-level authority or Control Center
administrators will be able to change the DBSTATUS and SQMODE status entry
fields.

When to Change the Database’s Status

A database’s status may occasionally become invalid (due to system crashes or
other failures) and require manual resetting. You may, for example, need to reset
the status information before the product will allow you to issue a database restart
or any other database command.

The display and changing of the database status information may be done bf

selecting option C from any of the master status display panels (refer to
@ﬁ).

The panel shown in [Figure 85 on page 181 will display the current DBSTATUS and
SOMODE settings for your database. You should exercise caution in changing this

information when the database is operational or a database process is active. The
product tools depend heavily on these values and results will be unpredictable if
they are changed while a process is executing (such as archives or add extents).
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4 mm/dd/yyyy CONTROL CENTER )

e e e P L L L P Database Status -------=-mmmmmmm e *
Command ==> CTRLID: MSTRSRV1
NODE: VMSYSTM1
Database ===> SQLDBA Database Version ===> 7.1
Last Status Change ===> 03/18 14:35
> NORMAL
> NORMAL

SQMODE ===
DBSTATUS ===

Both status fields should be NORMAL if database is up and
running in normal MULTI-USER mode.

To change status, enter new SQMODE and/or DBSTATUS
and press PF10 to process. This should ONLY be done for
correction purposes, CTRLCTR normally maintains these.

Press PF3 to RETURN without changing status.

PF: 1 Help 3 End 10 Change Status (Process)

Figure 85. Control Center Change Database Status Panel

About SQMODE and DBSTATUS

SOMODE and DBSTATUS are two status parameters kept by the product for each
database. SQMODE is used to keep track of the base process being performed
when multiple subprocesses are required to complete the base process. DBSTATUS

is used to keep track of the current step or subprocess being performed.

[Cable 1d provides some examples of possible values for the SQMODE and
DBSTATUS parameters, along with a description of the corresponding database

activity.

Table 10. Example Database Status Values

SQOMODE DBSTATUS DATABASE MEANING
ADDSPACE DOWN SQLADBSP done, start archive
ARI242xx XXXX Logmode being changed from L to Y, A, or
N
ARI244xx XXXX Logmode being changed from Y, A, or N to
L
ARI280xx XXXX Logmode being changed from A to Y or N
CANCEL ARCHIVExxxx Archive CANCEL issued
NORMAL ADDSPACE RUNNING | Adding DBSPACEs
SQLADBSP
NORMAL ARCHIVEDOWN Waiting for tape mount to do a SQLEND
REQUESTED TAPEWAIT | ARCHIVE
NORMAL ARCHIVEUP Waiting for tape mount to begin a full DB
REQUESTED TAPEWAIT | archive
NORMAL ARCHIVExxxx Implicit archive running, tape not mounted
RUNNING TAPEWAIT yet
NORMAL ARCHIVExxxx Archive running, tape being written to
RUNNING TAPEWRITE

Chapter 15. Database Status Tool ~ 181



Database Status Tool

Table 10. Example Database Status Values (continued)

SQMODE DBSTATUS DATABASE MEANING

NORMAL DOWN Not operational

NORMAL LARCHIVEDOWN Waiting for tape mount to begin SQLEND
REQUESTED TAPEWAIT |LARCHIVE

NORMAL LARCHIVEUP Waiting for tape mount to begin a log
REQUESTED TAPEWAIT | archive

NORMAL LARCHIVExxxx Implicit larchive running, tape not mounted
RUNNING TAPEWAIT yet

NORMAL NORMAL Up and available for use

NORMAL STARTUP ARCHIVE Starting, doing LABELDEFs
LABELDEF

NORMAL STARTUP LOG Starting, doing LABELDEFs
LABELDEF

NORMAL STARTUP TRACE Starting, doing LABELDEFs
LABELDEF

Resetting DBSTATUS and SQMODE

In the event that the DBSTATUS and SOMODE entry fields need to be changed to
match the true status of your database machine, then you will need to invoke the

Change Status

(C) option from the Master Status Display panels. Refer to

Eigure 85 on page 181 will be displayed with the current Control

Center DBSTATUS and SQMODE settings.

Preparing for Database Restart: Change the DBSTATUS setting to DOWN and the
SOMODE setting to NORMAL, then press PF10 to process the change.

Telling Control Center the Database is Up and Running: Change the DBSTATUS
setting to NORMAL and the SQMODE setting to NORMAL, then press PF10 to
process the change.

Database Startup Processing and Control Center Status: The DBSTATUS and
SQOMODE settings will be automatically re-synchronized during database startup
processing. Therefore, another method for correcting incorrect DBSTATUS and
SQOMODE settings for a database that is down is to recycle (IPL, autolog,
log-off/log-on) the database machine. During the startup process the SQOMODE
and DBSTATUS entry fields will be correctly reset.
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Overview

The Database Startup and Termination tools are used to view and update the
database parameters file and VM storage pool specifications file for a given
database; view the database startup parameters used during the last startup of a
database; and to start and stop database operation.

Before continuing, you should review these topics:

* The database parameters file. See ‘Database PARMS File” on page 91l
* The authorization scheme. See IDR2 Server for VA Contral Center Program

* The database machine startup parameters. Refer to manual DB2 Server for V. M

* The Job Scheduling tool, if you plan on scheduling the startup or termination of
a database. Refer to L i ”

About the Database Parameters Tool

Shown in m is the option selection panel of the Database Parameters tool. It
is reached by selecting P - Database Parameters on the Main Menu. The
communication path can be changed using Option C from the Control Center Main
Menu, whereas the database setting can be changed on this panel. For more

information, see Caontral Center Communication Path and Datahase Settings” ol

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss )
K e oo Database Parameters -----------mmmmmmmmmm *
Option ===> CTRLID: MSTRSRV1
Database ===> SQLDBA NODE: VMSYSTM1
vV VIEW View database parameters
U UPDATE Update database parameters
S STARTUP Display startup parameters used
during last database startup
VS VIEW SPECS View Storage Pool Specifications File
(VMDSS Support)
US UPDATE SPECS Update Storage Pool Specifications File
(VMDSS Support)
Enter OPTION, select DATABASE, press ENTER to process
K o o e SQMDPARM- - - - *
PF: 1 Help 3 End
o J

Figure 86. Database Parameters Selection Panel
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Display Fields

Database Parameters File

Control Center maintains a set of database startup and control parameters for each
database machine it manages. Parameters for each database are saved in separate
files named database PARMS, where database is the database machine ID, and are
kept on the service machine’s 191 A-disk. Database parameters are separated into
the groups listed below:

Authorization/Notification parameters
Utility parameters

Tape parameters

Archiving/Tracing parameters

Database startup parameters

o0k wn =

Data Restore parameters

Initially, parameter values are established during the DB2 Server for VM database
installation process. Afterwards, they can be updated using the UPDATE U option.
Several parameters are updated automatically by Control Center during normal
operation and under most circumstances should not be updated manually.

Parameters can be viewed and updated at any time; however, most of the
parameters updated will not take effect until the next database startup. The
parameters used during the last database startup are available for viewing at any
time using the STARTUP S option.

About the Storage Pool Specification File

Control Center maintains a set of storage pool specifications for each database
machine it manages which allows you to control the DB2 VM Data Spaces feature
at the individual storage pool level. Specifications for each database are saved in
separate files named "database ARISPOOL", where database is the database machine
ID, and are kept on the service machine’s 191 A-disk.

Three VMDSS specifications can be specified for storage pools:

* Whether Data Spaces Support or the standard database DASD 1/O system is to
be used (Data Space Support is the default)

* The working storage residency priority, for those pools that use Data Spaces (a
residency priority of 3 is the default)

* Whether or not striping is used (striping is the default)

Initially, when Control Center creates the storage pool specification file, it uses the
information provided by the SHOW POOL operator command to determine the
proper settings. Afterwards, they can be updated using the UPDATE SPECS US
option.

These settings can also be changed dynamically while the database is running by
issuing specific database operator commands. Dynamic changes, however, do not
change the settings in the database’s storage pool specifications file, the file used at
database startup time.

For more information on the VMDSS, refer to the IDB2 Serzer for VSE & VM

Performance Tuning Handboold manual.
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VIEW (V)

Select this option to view the current parameter settings saved in the database
parameters file.

The display panels used by the VIEW V option are similar to the entry panels used
by the UPDATE U option. See PLIPDATE ()1

Usage Consideration: The displayed parameter settings are those that will be used
during the next database machine startup; use the STARTUP
S option to view the parameters used during the last
database startup.

UPDATE (U)

Select this option to update one or more parameters in the database parameters
file. Updated parameters will take effect the next time the database machine is
started.

For each of the general parameter groups, a separate data entry panel is presented.
Scrolling from one panel to the next is done using PF8 to go forward and PF7 to
go backward. You can change existing parameters through normal editing means.
Update of the parameters file on the Control Center service machine’s 191 A-disk
is completed by selecting PF2 to process your changes. You will be prompted to
confirm the update action.

Authorization/Notification Parameters: The initial data entry panel displayed is
that of the Authorization/Notification parameters shown in @

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss )
LEEEE PP PP Database Parameter Display ------------=--comu--- *
Command ==> CTRLID: SQMSTPD1
Database => SQLDBA DBver => 7.1.0 CCver =>7.1.0 NODE: VMSYSTM1
Authorization Parameters
Administrators => MSTRUSR1 MSTRUSR2 AT VMSYSTM2 MSTRUSR3 MSTRUSR4 AT
VMSYSTM3 MSTRUSR5
Operators => QPERUID
Users => USRNICK MSTRUSR6
Notify-error => MSTRUSR1 MSTRUSR3
Notify-severe  => MSTRUSR1 MSTRUSR3
Notify-dbstatus => MSTRUSR1 MSTRUSR3
Notify-operator =>
Page 1 of 9
K o - SQMDP10----*
PF: 1 Help 3 End 7 Bkwd (Data Restore parms) 8 Fwd (Utility parms)
- J

Figure 87. Database Parameter Display

The data entry field for each Authorization/Notification parameter spans two
lines, allowing a list of user IDs to be entered. Each user ID must be separated by
a space and a single token should not be split over the two lines (the end-of-line
character is translated into a blank by the Control Center).
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The syntax for specifying authorization/notification parameters is given below.

(1)
»—Y —userid >
(2)
userid—AT—nodeid
(3)
nickname
Notes:
1 A local user. The nodeid is assumed to be same as that of the Control Center
service machine
2 A remote user. The nodeid is different than that of the Control Center service

machine.

3 A nickname within the CMS NAMES file on the Control Center service machine’s
191 A-disk. Refer to the NAMES command documentation provided with
VM/CMS. The nickname format allows multiple users to be associated with a
single nickname, which eliminates the limited space restrictions of the
parameter entry panel.
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Parameter

DBver

CCver

Administrators

Operators

Users

Notify-error
Notify-severe

Notify-dbstatus

Notify-operator

Database Startup and Termination Tools
Description

Current version, release and modification level of
this DB2 Server for VM database. This parameter
will be updated as necessary when the database
starts.

Current version, release and modification level of
the Control Center for VM machine that manages
this database. If this database is operating on
another node and is managed by an older version
of Control Center, then this parameter will help
manage incompatibilities between Control Center
versions.

Users who are allowed to execute any Control
Center commands against the specified database.
These users will be able to initiate archives and
recoveries and to start and stop the database.

Two authorized administrators are shown in

Eigure 87 on page 184. MSTRUSR1 is a local user

and MSTRUSR?2 is a remote user.

Users who are allowed to execute a subset of the
Control Center DBA commands to the specified
database. Commands which they will be
authorized to execute include initiating an archive
and starting and stopping the database. They will
not be authorized to execute DBA commands such
as adding a dbextent.

Users who are allowed to issue the SHOW,
COUNTER, and RESET commands to the specified
database.

Referring to Eigure 87 on page 185, MSTRUSRI is a
local user and USRNICKS is a CMS NICKNAME.
USRNICKS must be included in the NAMES file
on the Control Center service machine’s 191
A-disk. This is the preferred method of specifying
many users when using the entry panel, which has
a limited amount of space for each parameter
value.

Users who are to be notified when an error is
received from the specified database.

Users who are to be notified when a severe error is
received from the specified database.

Users who are to be notified whenever the status
of the specified database changes (UP, DOWN,
ARCHIVE). This parameter will also notify
designated users of monitor error conditions. See

”

VM operator who should be notified when serious
problems occur within the specified database.
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Utility Parameters:

4 mm/dd/yyyy

Option===>
Database => SQLDBA

S-Disk Userid/Directory

CONTROL CENTER hh:mm:ss
R Database Parameter Display ----------==-ccmmouuuuv *

Utility Parameters

=> SFSPOOL1:SQLDBA.SQL.SERVICE

CTRLID: MSTRSRV1
NODE:  VMSYSTM1

S-Disk Address or SFS

P-Disk Userid/Directory

=> SFS (193 or other, if SFS , specify SFS)
S-Disk Userid/Directory Filemode => V  (filemode, enter V or other)

=> SFSPOOL1:SQLDBA.SQL.PRODUCTION

P-Disk Address or SFS

=> SFS (195 or other, if SFS, specify SFS)
P-Disk Userid/Directory Filemode => Q (filemode, enter Q or other)

Page 2 of 9

--------------------------------- SQMDP45 - -~ - -
PF: 1 Help 2 Process 3 End 7 Bkwd (Auth parms) 8 Fwd (Utility parms)

Figure 88. Data Entry Panel for Utility Parameters

Parameter

S-Disk Userid/Directory

S-Disk Address or SFS

S-Disk/Directory Filemode

P-Disk Userid/Directory

P-Disk Address or SFS

P-Disk/Directory Filemode
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Description

The virtual machine name (user ID) that owns the
service disk for this database. If the database is
installed with SFS, specify the complete directory
name.

The virtual address of the service disk. For SFS,
type "SFS” instead of the virtual address.

The filemode used to access the database service
disk or directory containing the service code. The
default value is V.

The virtual machine name (user ID) that owns the
production disk for this database. If the database is
installed with SFS, specify the complete directory
name.

The virtual address of the production disk. For
SES, type "SFS” instead of the virtual address.

The filemode used to access the database
production disk or directory containing the
production code. The default value is Q.
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4 N\
mm/dd/yyyy Control Center hh:mm:ss
R e T Database Parameter Display -----------=---=---—--- *
Option ===> CTRLID: CCDEMO
Database => ACTCLONE NODE: YOURNODE
*K Utility Parameters *k *k
Archive-addspace => N (Y or N, Archive after SQLADBSP)
Archive-addextent => N (Y or N, Archive after SQLADBEX)
Sqlend-quick => N (Y or N, SQLEND QUICK processes)
Uarchive-enabled => N (Y or N, User Archiving enable)
Drmstr-enabled => N (Y or N, Data Restore enable)
Submit-routine => ( UARCHIVE submit routine)
Cancel-routine => (' UARCHIVE cancel routine)
Spool-console-option => N (Y or N, Spool Database Console)
Page 3 of 9
. SQMDP46----- *
PF: 1 Help 2 Process 3 End 7 Bkwd (Utility Parms 1) 8 Fwd (Tape Parms)
J

Figure 89. Data Entry Panel for Utility Parameters - Part 2

Parameter

Archive-addspace

Archive-addextent

Sqlend-quick

Uarchive-enabled

Description

A "Y" or "N” value (YES or NO) to indicate
whether an archive should automatically be
invoked whenever the Add DBSPACE tool is
executed. The Add DBSPACE tool is executed in
single user mode on the database machine and is
not recorded in the database log. If a recovery is
done to a previous archive, the added dbspaces
will not be recovered by the database.

A "Y" or "N” value (YES or NO) to indicate
whether an archive should automatically be
invoked whenever the Add DBEXTENTS or Delete
DBEXTENTS tool is executed. These tools execute
in single user mode and are not recorded in the
database log.

A "Y" or "N" value (YES or NO) to indicate
whether the SQLEND QUICK command should be
used to terminate the database for all single user
mode activities. If "N” is specified, then the
SQLEND command without the QUICK option
will be used, which will allow all active LUWSs
within the database to complete before the
database is brought down. The QUICK option will
stop the database immediately and roll back all
active LUWSs.

(Y,N). "Y" (YES) instruct Control Center that USER
ARCHIVES are allowed for this database. "N” (NO)
will not allow a USER ARCHIVE to proceed. This
value and the Drmstr_enabled value must be Y in
order to execute an USER ARCHIVE using Data
Restore BACKUP. If Uarchive-enabled = "Y" and
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Drmstr-enabled = "N”, then the user is responsible
for creating the required submit-routine and
Cancel-routine files and setting up the User archive

process as described in I’Appendix E Usei
e o]

7

Submit-routine The name of an executable command (EXEC or
MODULE) that should be executed after the
database comes down following the
SQLEND UARCHIVE command. Do not fill in this
value if Drmstr_enabled = "Y".

Cancel-routine The name of an executable command (EXEC or
MODULE) that should be executed if the
CANCEL ARCHIVE command is issued by a user.
Do not fill in this value if Drmstr_enabled = "Y".

Spool-console-option A "Y" or "N" value (YES or NO) to indicate
whether the database machine console is to be
spooled during operation. The default is no

spooling.
Tape Parameters:
~

mm/dd/yyyy Control Center hh:mm:ss
e e T Database Parameter Update ----=---==--ocmmmmmmemn *

Command ==> CTRLID: MSTRSV1

Database => SQLDBA NODE : VMSYSTM1

Tape Parameters

Tape-density => XF (e.g. 4K, 38K )

NOTE:  The following parameters apply to DYNAM/T, EPIC and VMTAPE
Tape-retention => ( Tape retention <days> )
Scratch-tape-option => N ( Always use SCRATCH Y/N, if DYNOPEN, enter Y )

( archive, log, & trace dataset names for tape label checking
Tape-archive-dsn =>
Tape-log-dsn =>
Tape-trace-dsn =>
( scratch pool name for database )
Scratch-pool =>
Logtape-premount => N ( N with DISK or DMSTVI, Y with DYNAMT )
Page 4 of 9
e SQMDP50----- *
PF: 1 Help 2 Process 3 End 7 Bkwd (Utility Parms 2) 8 Fwd (Archive Parms)
J

Figure 90. Data Entry Panel for Tape Parameters

Parameter Description

Tape-density The tape density to specify with the
TAPE MOUNT command during archiving and
recovery activity (any valid VM filedef tape
density, (XF)).

These parameters are applicable only when using DYNAM/T, EPIC, or VMTAPE.

Parameter Description

Tape-retention Tape retention period in days.
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Scratch-tape-option

Tape-archive-dsn

Tape-log-dsn

Tape-trace-dsn

Scratch-pool

Logtape-premount

Database Startup and Termination Tools

(Y,N). Indicates whether you want to always use
SCRATCH tapes for log archives, database archives
or the primary BACKUP rather than predefined
volids. If you use DYNOPEN, you must specify "Y’
to always use SCRATCH tapes.

Note: The "Backup2-scratch-tape” parameter is
used to indicate whether scratch is to be
used for the secondary BACKUP
(BACKUP2).

Dataset name that should be specified for new
scratch tapes. Use the naming convention for the
DSN identified to the tape management system
catalog.

Dataset name that should be specified for new log
scratch tapes. Use the naming convention for the
DSN identified to the tape management system
catalog.

Dataset name that should be specified for new
trace scratch tapes. Use the naming convention for
the DSN identified to the tape management system
catalog.

Specifies a special SCRATCH TAPE POOL to be
used by this database for all archives, and Data
Restore backups, and unload output. This value is
optional.

Set to "Y" if Control Center is to issue tape mount
requests for log archive tapes.

By allowing Control Center to issue the tape
mount, the log archive tape can be mounted in
preparation for a log archive (premounted). During
the period of time between when the log mount
was issued and when the physical tape drive is
attached, normal database activities can continue,
including the start of new LUWs.

Operational Note: If log archive media is "DISK”
you must specify "N”". If you
are using the exit DMSTVI,
specify "N". If you are using
DYNAM/T, you must specify
HYH'
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Archiving/Tracing Parameters:

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss h
e EE L PR Database Parameter Update --------=--——--cccu—- *
Command ==> CTRLID: MSTRSRV1
Database => SQLDBA NODE: VMSYSTM1
Archiving/Tracing Parameters
Archive-media => TAPE ( TAPE or DISK )
Archive-blksize => 28672 (e.g. 28672 )
Archive-series => 100 (e.g. 200 )
Logarch-media => TAPE ( TAPE or DISK )
Logarch-blksize => 28672 (e.g. 28672 )
Logarch-series => 100 (e.g. 100 )
Trace-media => TAPE ( TAPE or DISK )
Trace-blksize => 28672 (e.g. 28672 )
Trace-series => 100 (e.g. 200 )
Page 5 of 9
N —— SQMDP55- -~~~ *
PF: 1 Help 2 Process 3 End 7 Bkwd (Tape parms) 8 Fwd (Startup parms 1) )

Figure 91. Data Entry Panel for Archiving/Tracing Parameters

Parameter

Archive-media

Archive-blksize

Archive-series

Logarch-media

192 Control Center Operations Guide for VM

Description

(TAPE, DISK). Indicates the type of media to be
used for DB2 Server for VM database archive or
the Data Restore primary BACKUP or Incremental
Backup. The media type must match the type of
ARCHIVE media defined in the database TAPES
file.

Usage Consideration: Database archives to DISK
are not fully supported by
DB2 Server and VM and
must be used with caution.

The block size that should be used for full database
archives.

The tape series that will be used for the next
database archive or BACKUP. This value must
match one of the series listed in the database
TAPES file. When the database starts up, or before
a Data Restore backup executes, the archive-series
is used to determine what tapes or files will be
FILEDEFed for the archive or BACKUP FILEDEFE.

Operational Note: Control Center automatically
changes the archive-series after
an archive or BACKUP in order
to rotate through the available
tape series.

Enter "TAPE" or "DISK” to indicate whether log



Logarch-blksize

Logarch-series

Trace-media

Trace-blksize

Trace-series

Database Startup and Termination Tools

archives should be done to tape or disk. If log
archiving is not to be performed, this parameter
should be left blank.

This parameter indicates the block size that should
be used for log archives.

The tape series that is to be used for the next log
archives.

Usage Consideration: This value must match the
previous value of the
Archive-series parameter
when a successful full
ARCHIVE was performed.
Therefore, it must be
different from the current
Archive-series. For initial
setup, the value given here
is not significant until the
first full archive is done.

Operational Note: Control Center automatically
changes this value after an
SQLEND in order to rotate
through the available tape
series.

Enter "TAPE" or "DISK" to indicate whether trace
data should be written to tape or disk. This entry
field should be left blank if tracing is not done.

Indicates the block size that should be used for
trace output.

Indicates the tape series that will be used for trace
output.

Database Startup Parameters: Field-specific help is available on this panel by
placing the cursor at the first position of an entry field and selecting PF5. Help is
displayed near the bottom of the panel.

Refer to the DB2 Server for VM System Administratiod or DB2 Server for VSE & VM

manuals for a complete description of each DB2 Server for VM database

startup parameter.

Chapter 16. Database Startup and Termination Tools 193



Database Startup and Termination Tools

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss h
L Database Parameter Update ------=--=--cmmmmcmmmnamn *
Command ==> CTRLID: MSTRSRV1
Database => SQLDBA NODE:  VMSYSTM1
Environment Parameters
DBNAME => SQLDBA AMODE = SYSMODE => M
STARTUP  => W DBMODE — => _ PROTOCOL => AUTO
PROGNAME  => ACCOUNT => _ SYNCPNT  =>Y
DCSSID => DSPSTATS =>
SUMDCSSID => CHARNAME =>
Performance Parameters
NCUSERS => NPACKAGE => NPACKPCT =>
NPAGBUF  => NDIRBUF => NLRBU =>
NLRBS => DISPBIAS => NCSCANS =>
LTIMEOUT => 0
Page 6 of 9
K - SQMDP60----- *
PF:1 Help 2 Process 3 End 5 Field Help 7 Bkwd (Archive) 8 Fwd (Startup) )
Figure 92. Database Parameter Update Panel - Part 1
4 mm/dd/yyyy CONTROL CENTER hh:mm:ss h
e L P Database Parameter Update ------=--=---ccmmemmmnamo *
Command ==> CTRLID: MSTRSRV1
Database => SQLDBA NODE:  VMSYSTM1
Recovery Parameters
LOGMODE ~ => Y CHKINTVL => SLOGCUSH => _
ARCHPCT ~ => SOSLEVEL =>
***%% Service Parameters
DUMPTYPE => _ EXTEND => _ TRACDRRM =>
TRACRDS ~ => TRACWUM => _ TRACSTG => _
TRACDSC => TRACCONV => _
TRACEBUF => TRACDBSS =>
Miscellaneous Parameters
TRACING  => OFF TARGETWS => MAPPING => _
SAVEINTV => SEPINTDB => _ TCPPORT => 0
TCPPORTR  => SECTYPE => DB2|ESM SECALVER => Y|N
PTIMEOUT => 180 PROCMXAB => 0
Page 7 of 9
e e e SQMDP61----- *
\PF: 1 Help 2 Process 3 End 5 Field Help 7 Bkwd (Startup 1) 8 Fwd (DRF 1) )

Figure 93. Database Parameter Update Panel - Part 2

The VMDSS parameters are explained in the DR2 Serner for VSE & VM Pprfnrmnwd

[Cuning Handhood manual.

The output media for trace information is defined by the database

Archiving/Tracing parameter settings. See I’Archiving/Tracing Parameters” or
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Data Restore Parameters in the Database PARMS File:

4 mm/dd/yyyy CONTROL CENTER hh:mm:ss h

e L PR PR Database Parameter Update --------=---—--ccco—- *

Command ==> CTRLID: MSTRSRV1

Database => SQLDBA NODE: VMSYSTM1

Data Restore Parameters

Drmstr-enabled => (Y or N, Default = N)

Data-restore-machine => ( Machine running Data Restore Userid)

Drtape-premount => (YorN, Default = N )

Data-restore-lang => ( Default = S001 )

Dual-backup => (Y orN, Default = N )

Backup-wrksize => ( Default = 2048 )

Backup2-media => ( TAPE or DISK )

Backup2-scratch-tape => (YorN, Default = N )

Incbackup-enabled => (Y orN, Default = N )

Incbackup-series => 100.01 ( nnn.nn format )

Auto-full => (Y orN, Default = N )

Current-increference => ( Date & Time Information )

Page 8 of 9

S ——— SQMDP66-~---~ *
PF: 1 Help 2 Process 3 End 7 Bkwd (Startup parms 2) 8 Fwd (DRF 2 parms) )

Figure 94. Data Restore Parameters

Parameter

Drmstr-enabled

Data-restore-machine

Drtape-premount

Definition

(Y,N). Y (YES) indicates that Data Restore has been
enabled for this database and you wish to perform
Data Restore functions with this database. N (NO)
indicates that you do not wish to execute Data
Restore functions with this database. This value
must be Y in order for BACKUP to proceed. If you
wish to perform another type of USER ARCHIVE
even though you have Data Restore installed, set
this value to N. Setting this value to "Y" does not
require that you perform Data Restore functions. If
the Uarchive-enabled value is "N” (NO) then Data
Restore BACKUP will not be executed.

Is the machine id (USER ID) of the machine that
will run the Data Restore functions for this
database. This Data Restore machine will be
managed by one Control Center service machine. A
Data Restore machine can control more than one
database but both database and Data Restore
machines must be controlled by the same Control
Center service machine.

(Y,N). This value indicates whether Control Center
MUST premount the first tape before a Data
Restore function is executed. If you have a tape
management system that uses the DMSTVI tape
exit, then mounting of the first tape of a
multi-volume series can be handled by the
DMSTVI tape exit automatically. The value should
be set to "N". If you do not have a tape
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Data-restore-lang

Dual-backup

Incbackup-enabled

Incbackup-series
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management system (native CMS), then tape
mount requests will be made automatically for you
based on your values in the SQLMSTR Control file.
If your tape management system does not include
the DMSTVI MODULE, or if the automatic tape
mounts are not working on your system, then set
the value to "Y". Regardless of the tape exit
available, CMS handles all subsequent
multi-volume tape mounts based on information in
the FILEDEF and LABELDEF information for the
tapes.

(5001, S002, S003, S004, S005, S006). Indicates what
language will be used by Data Restore to issue
messages. The value will be assigned to the
"LANG=" option in the SYSIN file. The default is
"S001" (American English, AMENG).

(Y,N). N (NO) indicates that only a single BACKUP
or single Incremental Backup is to be performed.
For a BACKUP, the ARCHIVE tapes defined in the
database TAPES file for the current "Archive-series”
will be used for the primary BACKUP. For
Incremental Backup, the "INCBK"” tapes defined in
the database TAPES file for the current
"Incbackup-series” will be used for the primary
Incremental Backup.

If Y (YES) is chosen, then a DUAL BACKUP or
DUAL Incremental Backup will be performed. The
BACKUP2 tapes for the current "Archive-series”
will be used for the secondary BACKUP and the
"INCBK2" tapes for the current "Incbackup-series”
will be used for the secondary Incremental Backup.
The default value is N.

(Y,N). Y (Yes) indicates Control Center will manage
both Full Backup and Incremental Backup.
Indicating Y does not require that Incremental
Backup be used; however, Control Center will only
execute a BACKUP with the FULL or
INCREMENTAL option. This will allow Control
Center to keep a Full Backup and its Incremental
Backups together in the same tape series and
prevent a Full Backup from being overwritten
prematurely. Full Backup is the default backup

type.

When "Incbackup-enabled” = "N”, Control Center
will not execute an Incremental Backup and the
"Current-increference” parameter will be set to
blank when a normal BACKUP or archive
completes. When "Current-increference” is blank, a
Full Backup or an ARCHIVE FULL must be
executed before Control Center will allow an
Incremental Backup.

Indicates the series and subseries in the database
TAPES file that will be used to supply tapes for the



Current-increference

Auto-full

Backup2-scratch-tape

Backup2-media

Database Startup and Termination Tools

Incremental Backup process. The Incbackup-series
is presented in the form "series.subseries””. The
subseries indicates which set of Incremental
Backup tapes to use within the series. For example,
Incremental Backup series 100.01 indicates that the
first set of Incremental Backup tapes (01INCBK) in
series 100 are to be used.

Only the subseries is incremented after an
Incremental Backup successfully completes. The
series is incremented and the subseries reset to "01”
each time any normal BACKUP, Full Backup,
normal archive or ARCHIVE FULL completes. The
series portion of the Incbackup-series will be the
same as the Logarch-series. The Incbackup-series
will exist in the PARMS file even when
"Incbackup-enabled” = "N".

(Current incremental reference). Indicates the
timestamp of the last successful Full Backup or
ARCHIVE FULL. The Current-increference
timestamp will be included in the database
ARCHHIST entry for subsequent Incremental
Backup.

This parameter should not be modified by the user.
If "Incbackup-enabled” = "N” and a normal
BACKUP or archive has completed, then this
parameter will be blank. When this parameter is
blank, a Full Backup or ARCHIVE FULL must be
executed before Control Center will allow an
Incremental Backup.

(Y,N). "Y" (Yes) indicates that an Incremental
Backup will be changed to a Full Backup if there
are no more incbackup-series and SCRATCH tapes
are not used. If Incremental Backups are performed
to tape and you are using SCRATCH tapes, then a
new SCRATCH tape entry will be added to the
database TAPES file for the current
Incbackup-series.

When Auto-full = "N” (No), then the Incremental
Backup will be cancelled if the current
Incbackup-series does not exist in the database
TAPES file. If the "AUTOFULL" option is used
with the BACKUP command then it will over-ride
the "Auto-full” value in the database PARMS file.

(Y,N) Indicates if SCRATCH tapes will always be
used for the secondary backup or Incremental
Backup of a dual backup.

(TAPE, DISK). Indicates the expected type of media
to be used by Data Restore for the secondary
BACKUP or Incremental Backup
("BACKUP2"/"INCBK2"). The value must match
the type of media defined in the database
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DRTAPES file or an error will occur during the
BACKUP. This value is only used if "Dual_backup”
iS HYN.

Backup_wrksize Indicates the "WRKSIZE=" value that will be used

for BACKUPs and Incremental Backups. The
default is 2048.

Tape_backup_dsn Indicates what Data Set Name to include in the
LABELDEF command (ARCHIV) for the primary
BACKUP or Incremental Backup.

Tape_Backup2_dsn Indicates what Data Set Name to include in the
LABELDEF command (ARCHIV2) for the
secondary BACKUP or Incremental Backup.

~
mm/dd/yyyy Control Center hh:mm:ss
LEEEE PPy Database Parameter Update -------------cccmoooouo *

Command ==> CTRLID: MSTRSRV1

Database => SQLDBA NODE : VMSYSTM1

Data Restore Parameters
Translate-media => TAPE ( TAPE or DISK )
Translate-scratch-tape => Y (Y orN, Default = N )
( Data Set Names for Translate, Unload, and Backup tapes )

Tape-translate-dsn => DB261DBA.TRANSLATE

Tape-unload-dsn => DB261DBA.UNLOAD

Tape-backup-dsn => DB261DBA.BACKUP

Tape-backup2-dsn => DB261DBA.BACKUP2

Page 9 of 9

The requested command was issued
SRS SQMDP67 ----- *
PF: 1 Help 2 Process 3 End 7 Bkwd (DRF Parms 1) 8 Fwd (Auth Parms) )

Figure 95. Data Restore Parameters

Parameter Definition

Translate-media: (TAPE or DISK) Indicates the expected type of
media to be used by Data Restore for the
TRANSLATE function. The value must match the
type of media defined in the database TAPES file
or an error will occur during the TRANSLATE.
TRANSLATE-MEDIA must be set to TAPE, when
TRANSLATE-SCRATCH-TAPE =Y. This field can
be left blank when "DRMSTR-ENABLED” = "N".

Translate-scratch-tape: (Y or N, default = N ) Y (Yes) indicates that
scratch tapes should be used for TRANSLATE. N
(NO) indicates that scratch tapes should NOT be
used for TRANSLATE.

Tape-translate-dsn: Indicates what data set name to include in the
LABELDEF command for the TRANSLATE tapes.
This field is optional.
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Tape-unload-dsn: Indicates what data set name to include in the
LABELDEF command for the UNLOAD tapes. This
field is optional.

STARTUP (S)

Displays the startup parameters that were used by the database when it was last
started (which can differ from those in the current database PARMS file if it has
been updated since this time). Included will be any default values supplied by the
database. ° The date and time that the database was started will also be shown.

VIEW SPECS (VS)

Select this option to view the current settings saved in the storage pool
specifications file.

The display panel used by the VIEW SPECS VS option is similar to the entry panel
used by the UPDATE SPECS US option. See U'LIPDATE SPECS (L1S)1.

Usage Considerations:

1. The displayed parameter settings are those that will be used during the next
database machine startup. Changes made dynamically while the database is
running are not reflected in the specifications file.

2. You can go directly from the VIEW SPECS panel to the UPDATE SPECS panel
by selecting PF5.

UPDATE SPECS (US)

Select this option to update one or more parameters in the storage pool
specifications file. Updated parameters will take effect the next time the database
machine is started.

Update of the specifications file on the service machine’s 191 A-disk is completed
by selecting PF2 to process your changes. You will be prompted to confirm the
update action.

The storage pool specifications data entry panel is shown in Eigure 96 on page 200,

9. Default values supplied by the database are not saved in the database parameters file. Therefore, they cannot be viewed using the

VIEW (V) option.
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~
mm/dd/yyyy CONTROL CENTER hh:mm:ss
Hmm oo Storage Pool Specifications File --===---mcmmcmmmnan *
CTRLID: MSTRSRV1
Database => SQLDBA NODE: VMSYSTM1
POOL n 10 Handling Striping POOL n 10 Handling Striping
/Range  DS|Priority/BLK STR/SEQ /Range  DS|Priority/BLK STR/SEQ
1 DS3 STR
2 DS3 STR
3 DS3 STR
Screen 1 of 1
T e R R e B SQMMENUV=-=--= *
PF: 1 Help 2 Process 3 QUIT 8 Add More Delete: Space Over POOL
10 Show POOL 11 Query Dbextents
J

Figure 96. Data Entry Panel for Storage Pool Specifications

Parameter

POOL n/Range

Description

A valid pool number (n; where n=1 to 999), or pool
range (hnn-mmm; where nnn, mmm=1 to 999). Use
only positive values for pool numbers.

To delete a pool or pool range, space over the pool
number or pool range entry.

I0 Handling DS | Priority/BLK
Specifies whether VM Data Spaces Support is ON
or OFF for the specified storage pool or pool range
(ON is the default).

Possible values are:

DS Data spaces support will be used for the
specified storage pool range. This is the

default.

Priority
Used to set the storage residence
priority for the specified storage
pool or pool range.

Valid Priority range = 1 to 5 (3 is
the default). If not indicated, the
default will be used.

The priority value should be entered
immediately after the DS term as shown in

BLK Standard DB2 DASD IO will be used. In

other words, data spaces support is turned
OFF.
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Striping STR/SEQ Specifies whether striping is ON or OFF for the
specified storage pool or pool range (ON is the
default).

Possible values are:

STR  Indicates that data striping has been turned
ON for the specified storage pool or pool
range. Data will be striped, or evenly
distributed across all dbextents within a
given storage pool. This is the default.

SEQ Indicates that striping has been turned off
for the storage pool or pool range. Data
will be allocated to one dbextent at a time
until that dbextent is filled, then the next
dbextent in sequence will be used.

About the Database Startup Tool

Use the Database Startup tool to initiate the immediate startup of a database or to
schedule the startup of a database for a later date and time using the Job
Scheduling tool.

Database Startup - Immediate (Sl)

Select this option to immediately issue a database startup command to the
specified database. Startup parameters will be taken from the database parameter
file and storage pool specifications file (if it exists), which reside on the service
machine’s 191 A-disk. The startup command will be rejected by Control Center if
the current status of the database is not "Down.”

Database Startup - Scheduled (SS)

Select this option to schedule the database to start up at a later date and time.

Database Termination Tool

Use the Database Termination tool to stop a database. The Database Termination
selection panel, shown in Eigure 97 an page 207, is presented after choosing Option
E (SQLEND Database) from the Control Center Main Menu.
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~
mm/dd/yyyy CONTROL CENTER hh:mm:ss
LR e T Database Termination -----------=---ccmcomu- *
Option ===> CTRLID: MSTRSRV1
Database ===> SQLDBA NODE: VMSYSTM1
N SQLEND NORMAL parms Immediate SQLEND (normal)
Q SQLEND QUICK Immediate SQLEND QUICK
S SCHEDULE SQLEND parms Schedule Tater termination
SQ SCHEDULE SQLEND QUICK Schedule quick termination
Valid Parms: DVERIFY, TRCPURGE
Enter OPTION and PARMS, press ENTER to Process, or
press PF3 to CANCEL the database termination
e SQMSQEND----*
PF: 1 Help 3 End
Ao J

Figure 97. Database Termination Option Panel

SQLEND NORMAL (N)

Selecting this option will allow all current LUWSs to complete prior to stopping the
database and prevent any new units of work from beginning. Active LUWSs can
delay the stopping of the database.

Optional parameters:

DVERIFY Causes the database system to verify its directory before ending. If
a directory error is found, the authorized Control Center
administrators for the database will receive a message.

TRCPURGE  If specified, database will purge the contents of the trace buffer at
shutdown. An output trace file will not be created for the trace
buffer in this case.

SQLEND QUICK (Q)
Selecting this option will immediately stop the database. Any active LUWs will be
rolled back when the database is brought back up.

SCHEDULE SQLEND (S)
Select this option to schedule the database to stop at a later date and time. At the

scheduled time, all current LUWs will be allowed to complete prior to the database
being stopped and any new units of work will be prevented from beginning.
Active LUWs can delay the stopping of the database.

Optional parameters:

DVERIFY Causes the database system to verify its directory before ending. If
a directory error is found, the authorized Control Center
administrators for the database will receive a message.

TRCPURGE  If specified, the database will purge the contents of the trace buffer
at shutdown. An output trace file will not be created for the trace
buffer in this case.
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SCHEDULE SQLEND QUICK (SQ)
Select this option to schedule the database to stop at a later date and time. Any

active LUWs will be rolled back when the database is brought back up.
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Chapter 17. Database Archiving and Recovery Tools

Overview

There are many options available with DB2 Server for VM to manage the backup
and recovery process for a database. Control Center has been designed to be
flexible enough to support any archiving methodology which is suitable for a
particular environment or even a specific database. You must decide what type of
archiving and recovery will be used for each database, as well as define these
methodologies to the product for proper automation of both processes. This
chapter provides you with all necessary information required to automate your
archive and recovery processes using Control Center.

There are several types of archiving available with DB2 Server for VM. You must
first decide on the methodology that best meets the needs and requirements of
your environment. The DB2 Server for VM System Administratiod manual contains
information that will help you decide on the best archiving methodology
environment.

Before You Begin

Before you begin the archive and recovery automation process, consider or perform
the following:

* Review l‘Chapter 11 Tape Management Tool” on page 129,
¢ Logmode (Y,A,L)N) to be used by each of your databases.
* Online (database up) or SQLEND (database down) archives.
* Log archive medium type (tape or disk) if using logmode L

* Full archive medium type (tape or disk) if using the database archive utility.

* 1/0 blocking size to be used for archive output media.

* Number of tapes required for a full archive if using DB2 Server for VM
archiving.

* Use of specific pre-allocated tapes or scratch tapes if using tapes as output

media and a tape management product is used (VMTAPE, EPIC, DYNAM/T or
other).

* Minidisks required to support archiving if using disks as your output media
(you will need the cuu for each minidisk to be used).

* Number of log archives (logmode L to be taken between your full database
archives.

* Number of back-level (not most current) full archives to be kept (available for
recovery).

Telling Control Center How to Manage Your Da